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Abstract

This work discusses the discrete time quantum walk (DTQW) on the first
five generations of the Apollonian network. This structure is constructed in
a geometric recurrent way and is characterized by, among other features, a
scale-free distribution of node degrees. The DTQW formalism requires a node-
dependent coin operator that, for each node, has as many different output states
as that node degree, so that each local coin operator is expressed by the Fourier
operator. The DTQW time evolution matrix has a larger rank than that of the
network adjacency matrix or the matrix representation of the continuous time
quantum walk (CTQW). Results for the time evolution, return time to specific
nodes and asymptotic probability of site occupancy are obtained. Such DTQW-
specific features are discussed and compared to those obtained for the classical
random walk and CTQW on the same lattice.

PACS numbers: 89.75.Hc, 05.60.Gg, 03.67.Ac

(Some figures may appear in colour only in the online journal)

1. Introduction

Quantum walks became a subject of great importance in a large number of areas of physics
and other sciences. Since they were proposed by Aharonov et al [1], a considerable amount of
results and applications have been obtained for two well-investigated versions of the original
proposition: the discrete time quantum walk (DTQW) [1] and the continuous time quantum
walk (CTQW) [2, 3]. Quantum walks can also be related to classical random walks. It can be
shown that the continuous time (classical) random walk (CTRW) and CTQW share a similar
algebraic structure. Despite the fact that their resulting dynamics are quite different, the time
evolution operators for CTQW and CTRW can be expressed by, respectively, an imaginary or
real exponential of suitable energy or probability transition matrices.

Regarding the comparison between discrete and continuous dynamics, DTQW and CTQW
may be mapped onto one another in some specific parameter limits. Such conditions have
been derived for the linear chain and also for some more complex graphs [4-6]. However, the
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unrestricted implementation of DTQW (i.e. outside these limiting conditions) has specificities
that hinder a direct comparison to the quoted continuous time walks as well as to the discrete
time classical random walk (DTRW) dynamics.

DTQW dynamics are specified by sequences of jumps from node i to node j. Transition
matrix elements m;; = O prohibit such jumps and, in this sense, m;; = 0 or m;; # 0 defines
the substrate structure. On the other hand, the hopping probability between i and j depends on
m;; # 0 in a specific, model-dependent way. Therefore, for any walk type describing physical
relevant transport processes of mass, charge, energy and information, the setup of the proper
matrix elements m;; is the essential model formulation step. However, in contrast to the other
three types of quoted walks, DTQW also depends on the fact that the probability of such steps
depends on an intrinsic state of the walker, usually termed as a coin (or spin) state. This defines
a new dynamic behavior presenting distinct features as compared to those in CTQW, CTRW
and DTRW.

In this work, we report an investigation on the DTQW on the Apollonian network (AN)
[7]. This interesting structure has been used as a substrate to study both classical [8—10]
and quantum [11-14] physical models mainly for two reasons: it has common features with
several complex networks found in nature and in social systems [15-17], and it can be
constructed in a geometrically exact recursive way. Its exact scale invariance allows for the use
of renormalization approaches to obtain recursion maps for the several properties of systems at
consecutive generations (say, g and g+ 1) from which exact or high precision numerical results
[7] are obtained. Furthermore, the AN has the advantage of sharing the following properties:
scale-free [18], small world [19] and hierarchical [20].

Analyses of several physical systems revealed that their properties on complex network
substrates may be quite different from similar ones observed on disordered models on Euclidian
or even fractal structures [21, 22]. Results for CTQW, CTRW and DTRW on AN have been
discussed previously [23, 24]. In the continuous time case, the authors have concentrated on
the time evolution of the probability transition between specific pairs of nodes. They stressed
several differences between quantum and classical behaviors for ANs up to 43 nodes. In the
discrete time case, the focus was on the evaluation of the mean first passage time (MFPT).
The authors succeeded in deriving an analytical expression showing that the MFPT increases
as a power law of the number of nodes in the network.

The results discussed herein are relevant for quantum information since small-world
networks may provide a better setup for quantum state transfer and entanglement production
between distant nodes. For example, high-dimensional entangled states are required for
distributed quantum computation [25] and one-way quantum computation [26] (creation of
cluster states). In this view, an analysis of the DTQW in this class of networks seems to be
relevant since it gives us an insight into the odd interplay between the many degrees of freedom
of the system.

2. Basic features of ANs

For any specific structure, the transition operators required for the DTQW can be expressed
in a matrix form. To write down such a matrix, we take into account the most simple situation
of a non-weighted, non-directed network for which the corresponding adjacency matrix (A)
is a symmetric assembly of Os and 1s. For ANs, we obtain generation-g-dependent As, which
we indicate as A,. Since we can number the nodes of a complex network in quite arbitrary
ways, Ags may assume different forms that do not change its physical relevant features as the
eigenvalue spectrum.
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1e 3

Figure 1. Illustration of the first three generations for the AN with node numbering defined in [11].

We construct generation-dependent ANs by starting with the zeroth generation (g = 0),
consisting of three nodes that are connected to form an equilateral triangle (see figure 1). The
first generation is constructed by adding a node to the interior of this triangle and connecting it
to the three existing vertices. Higher order generations are obtained by repeating this two-step
procedure: (i) add a node to the interior of each existing triangle; (ii) connect each new node
to the three vertices defining the triangle the node has been inserted in.

It is a simple counting matter to obtain expressions for the number of sites N and the
number of edges B as a function of g as N(g) = (3% + 5)/2, B(g) = (3¢"' + 3)/2. These
expressions indicate that, in the g — oo limit, B(g)/N(g) — 3 and the average node degree
(k) — 6.

As anticipated in section 1 and pointed out in a series of works, the AN has several
properties that are common to other complex networks, among which we may quote the
following ones: the distribution P (k) of node degree k is described by a power law with the
exponent y = In 3/ 1n2; the average minimal distance between nodes behaves like (¢) ~ logN’;
c(k), the clustering coefficient of nodes with degree k, also depends on k as a power law.

Since our results for transition probabilities depend on the precise identification of the
nodes on the network, let us explicitly indicate the node enumeration used herein, which is
the same as used in our previous works. Figure 1 makes explicit the numeration for g = 0, 1
and 2. To obtain the new node enumeration at generation g + 1, we first squeeze the whole g
network into a triangle limited by two outer vertices and the site at the geometrical center of
the triangle. The process is completed by adding two identical copies of the squeezed network,
rotated by 27 /3 and 47 /3, into the emptied regions. We can verify that, for all values of g,
nodes with numbers 1 and 2 are always outer nodes, while the third outer node corresponds to
number N(g). The squeezing process always brings the former outer node N(g) to the central
position at generation g + 1. As a result of the adopted enumeration, we obtain

01 1 1 101

(D

—_ O = = = e
—_—_ O = = O
SO O = O
—_— e O e
—_o o= OO
—_— 0 O = O =
S == =0 =

3. DTQW operators

3.1. Linear chain and the Hadamard coin operator

For the sake of a better understanding of our AN model formulation, we think it is wise to
consider the simpler DTQW on an infinite linear chain. Here, we consider a spin-1/2 particle
that can be located in any of the available sites and, at each given discrete time interval t, it
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first changes its spin state and, just after, jumps either to the right or to the left. The particle
motion is embedded in a Hilbert space H = H,, ® H,, where H, denotes the spin component
space. The particle’s state is described by a (state) vector [¥) = | (i)) ® |o (7)), with position
|®) and spin |o) components. Both components depend on the node position i and discrete
time nt — n. It is convenient to write |0) = o,|0) + a_|1), where |0) and |1) indicate,
respectively, the £=1/2 spin eigenstates. o4 and «_ are the magnitudes of each spin eigenstate
in the state vector, which are also related to the jump (or shift) dynamics.

At a given value of t, the time evolution operator W acts on |W(i, n)) to produce a new
|W(i,n + 1)) state in a twofold way: (i) in the first step, a flip (or coin) operator o) changes
the current state of the spin component; (ii) in the second step, the shift operator 5 which
depends on the spin state, changes the current probability of finding the particle along the
chain sites. In general, it is possible to write W=3 (o ® c ). The choice of the flip operator c
defines the model. For two state spin variables, it is possible to consider a generalization of the
Hadamard operator H defined either by its action on eigenstates (I:I |0) = [cosB|0) +sinB|1)],
ﬁ| 1) = [sin8]|0) — cos O]1)]) or by its matrix representation

A cosf  sinf
H=1|". 2
(sm@ —cos@) ’ )
where the standard value is & = 7 /4. If we consider the eigenstates |i) of the position operator
i, 1.e. i|i) = i|i), the shift operator can be written as

S—[ler z|]|0 0|+[Z|l—1 z|}|1><| 3)

I=—00
As shown in [4] , the equivalence between CTQW and DTQW in a chain can be achieved in
the limit t — 00, 6 — /2 and cosft — 2yt, where y is the hopping probability and ¢ is
the continuous time in the CTQW formalism. Equations (2) and (3) (or their suitable versions)
appear quite frequently in most of the works on DTQW. Here, we want to go a step further
and write down the matrix representation of the operator W as

000 O O O
00 s —c 0 O
A c s 0 0 O O
W= 000 0 s —c ’ “)
0 0 ¢c s 0 O
0O 00 O O O

where we explicitly write down the matrix elements corresponding to two spin eigenstates
(10, |1)) of three sites in the sequence (x = —1,0, 1): | — 1)]0), | — 1)|1), ..., [1)|1).cand s
are abbreviations for cos 6 and sin 6, respectively.

The matrix representation of the DTQW time evolution operator W ou ght to be compared
to its CTQW counterpart, which consists of the simple tri-diagonal matrix ¢, the elements of
which can be expressed in term of Kronecker’s symbol §;; as t;; = §; j_1 + J; j+1. Note that, in
contrast to the CTQW tri-diagonal matrix, W in (4) is not symmetric.

3.2. ANs and the Fourier coin operator

We now focus our attention on the DTQW time evolution operator Wg for g-dependent ANss.
A comparison between this task and the corresponding one for the linear chain shows that the
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main difference is the presence of nodes with the different degree k;. In a given generation g,
the possible values of k for AN nodes are 3 x 257¢, with £ = 1, ..., g. The only exceptions
are the three outmost (or corner) nodes with the degree k, = 28 4 1. In order to keep the same
basic DTQW features used for the linear chain, and write down an operator W according to
the general structure as in (4), the value of k must be equal to the number of spin states in
the corresponding node. In a similar fashion, the local coin operator C must be defined on a
Hilbert space of dimension k.

The degree heterogeneity prevents the presentation of a simple form for the S operator
as that in (3), not only by the different number of spin components in each node, but also
because it is necessary to prescribe locally the precise way the walker moves according to
the coin operator output. Since k > 3, it is no longer possible to define them in terms of
jumps to the right or to the left as in the previous model, so we think it is wiser to present
a matrix representation of Wg operator in a similar way as that in (4). As a matter of fact,
all results we obtained for g < 4 were based on the actual construction of such matrix
representations.

Let us consider the so-called Fourier operator F [27], which has been successfully used
when one wants to define a DTQW on square lattices as well as in a linear chain where, at each
value of 7, the walker also has a choice of remaining in the same node. In the last situation,
the local coin operator is presented with the following matrix representation:

L
V3

with a = (-1 + i\/g)/2 = b~!. The respective coin states are denoted by |0), |1) and
|2). The operator F can be generalized in a straightforward way to construct the local coin
operators for the AN nodes with different degrees. So, let us consider the following matrix
representation:

A 1 1
F = a b, (5)
b a

1 1 1 1
1 Wy a),% .. (k b

A 1 2 4 2(k )

Floy=—|1 & wg , (6)
1 w]gkfl) wi(kfl) w}gkfl)?

where w;, = e*"/* isa primitive kth root of unity, k =3 x 2, £ =1,2,...,g 0ork =28+ 1.

For k = 3, (6) reduces to (5). We denote by [o),0 =0, 1, ...,k — 1, the k spin eigenstates in
a site with k neighbors.

For ¢ = 1, all four nodes have the same degree k = 3. The factor in W that plays the
role of (I ® C) for the linear chain corresponds to the external product of the 4 x 4 identity
matrix I by the F representation (5). The shift operator Sis represented by the matrix A
(just the first four lines and columns in equation (1)) in a two-step procedure: (i) replace each
element (A;);; by a 3 x 3 block of 0s; (ii) replace (A;);j, with i # j, by a 3 x 3 block, with the
information of which coin state allows the walker to jump from node j to node i. For instance,
if the block (A1), is represented by a 3 x 3 matrix, with the (3, 3) element set to 1 while all
other elements are set to 0, the walker moves from node 2 to node 1 when the coin state |2) is
selected.

As the association of the coin state to the walker movement is arbitrary, we considered
the following aspects in our choice: (i) all neighbors of a given node have equal probability
of being chosen; (ii) the walker should not go back to the node it came from by the same
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coin outcome. The first aspect is equivalent to choosing 6 = /4 in (3), while the second just
reproduces the fact that, in the chain, left and right moves are always associated with different
coin states. This leads to the S| representation

00 00O0O0OO0OO0OO0OT1O0O0
000 0O0O0OO0OT1UO0UO0O0O0
000 0O0T1UO0UO0GO0GO0O0O0
1 000O0O0OO0OOOOGO OO
00 00O0O0OOOOOT1O0
5 00 00O0O0OO0OO0OT1O0GO0O0
$55=10 00100000000 )
01 000O0O0OO0OO0OO0O
000 O0O0O0UO0O0OO0O0O0 1
000 0O0O0OT1UO0O0O0O0O0
00001 0O0UO0UO0GO0GO0O0
001 00O0UO0OO0O0GOGO0O
Finally, by performing the matrix multiplication of (7) by i4 ® F , we obtain
00 00O0O0OO0OO0OO0T1T1°1
00 00O0O0OT1abO0O0O0
0001 baO0OO0O0O0O00O0
11 10000O0O0O0TO0O0
00 0O0O0O0OOOOT1 a6bd
A 1100000071 b aOO00O0
Mi=%looot1 11000000l ®
1 a b 00O0O0O0O0O0O0O
00 00O0UO0OO0OO0OOT1 b a
0000O0O0OT1T1T1UO0TO0O0
0001 abO0O0O0O0O0O
1 ba 0000O0O0O0O0O0

where a = b~! = w; has been defined after equation (5).

The g = 2 matrix representation of W, has 30 lines and columns, resulting from the
addition of the individual dimensions of the local coin operators. Since each of them must be
equal to an individual node degree, we take into account three nodes with k = 3, three nodes
with k = 5 and one node with k = 6. Just as in the previous case, each matrix element (A;);;
of (1) is replaced by a k; x k; block. All blocks in the main diagonal have only zeros. Since
it is not possible to represent it in a regular print paper, we indicate below the block structure
for the W, operator representation:

55 p55 P33 pSs6 P33 053 pSS
0 By By By Bis 0 B
55 055 pS3 pS6 053 pS3 PSS
B 0 By B 0 By By
35 P35 33 p36 033 3.3 (135
B By 0 By 0 0 0
—_ | »65 p65 p63 66 P63 p6.3 465
W= |B By By 0 B,5 By 45 |- 9)
35 035 (033 R36 033 (33 pds
By® 0O 0 By O 0 Bz;
35 p35 33 p3d6 (33 (33 p3s
0 By 0 By, 0O 0 B
55 p55 53 p5.6 P33 P53 055
B By 0 B By By O
In the above matrix, the superscripts note the dimension of each indicated block, while
blocks composed only by vanishing matrix elements are indicated by 0%-*/. While the ANs at
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generations g = 3 and 4 have 16 and 43 nodes, the matrix representations of the operators Wi
and W, have dimensions 84 and 246, respectively.

3.3. General forms of coin operator

The DTQW evolution depends both on the wavefunction at 7 = 0 and on the coin operator for
which the only requirement is that it must satisfy the unitary property. Both the Hadamard and
Fourier operators that have been mostly used in DTQW studies satisfy this property. However,
other different operators can and have been used in the study of DTQW on regular lattices (see
[29]). For the sake of presenting a more complete picture of the problem we analyze, let us
briefly discuss the difficulties and consequences of other coin operator choices for the DTQW
on ANs.

As detailed and discussed in [28], the general form of unitary operators U, on an
n-dimensional vector space can be expressed in terms of n(n — 1)/2 angle and n(n + 1)/2
phase variables. As the case of the dimension of the W operators just illustrated in the previous
subsection, the presence of nodes with a different degree in the AN for g > 1 also causes
the number of available parameters in the unitary operators to grow exponentially with g.
Because of this, it is impossible to address this question for general values of g in a single
work. Therefore, we will limit ourselves to the discussion of the situations in which n = 2
(linear chain) and n = 3 (g = 1 AN).

For the first case, the most general form of U, can be written as

100 1000
Uy = <_sei<fff-az+a3> iziag) : (10)
indicating that the Hadamard operator (2) corresponds to the choice ¢ = o, = 0 and o3 = 7.

When n = 3, it is usual to represent U; as a product of simpler matrices. In such a case,

three angles 6;(i = 1, 2, 3), and six phases «;(i = 1, ..., 6) are combined according to

1 0 0 1 0 O 1 0 O 1 0 O
Uy=|0 e 0 0 1 0 0 ca s 01 0
0 0 e*» 0 0 e™ 0 —s1 0 0 e

e
¢ s 0 1 0 0 el 0
X|—s2 ¢ O 0 c¢3 53 0 e 0 ]. (11D
0O 0 1 0 —s3 c3 0 0 e
The Fourier coin is obtained for the phases o} = a3 = a4 = a5 = 0, o = a6 = 37/2, and
cl = 1/«/3, s = ﬁ/\/g and ¢y = 5p = —¢c3 = 53 = 1/«/5. For the purpose of illustrating
the effect of other coin operators, in the next section we will explore results for the Fourier
coin as well as for the following uniform values of phases and angles in (11): o; = 0, and
(a)6; =m/4,(b) 6, = /8 and (c) 6; = 7 /100, Vi, j.

4. Results

In this section, we present results for the DTQW time evolution obtained by the successive
application of the operator Wg to an initial state |\Wy) that depends both on the position of the
walker |®) and the coin state C. We have worked mainly with two distinct choices for the
walker position: the walker has probability 1 of being in the central node j = c, or the walker
can be found with equal probability in any of the nodes. In the first case, as j refers to the
central node, the corresponding state is denoted by |®g) = |P. o), while the equal probability
condition is indicated by |®y) = |P, o). While the coin states have been chosen according to
similar rules to those used for the linear chain, the explicitly used rules can be inferred from
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Figure 2. Time evolution of |¥(i = c, n)l2 for g = 1,2,3 and 4 indicated, respectively, by
(black) dots, solid (red) line, (green) dashes and (blue) dash dots. The same initial condition
[Po(D)] = |W(i,n = 0)] = 1/4/N(g) is valid for all generations. For this particular initial
condition, the time-independent solution for all nodes at g = 1 is also observed for other choices
of angles and phases in the coin operator.

Figure 3. Time evolution of |W(i = ¢, n)|? for g = 1 and the Fourier coin (black solid line) and
different choices of 6; = m /4 (red dashes), 6; = 7 /8 (green dots) and 6; = 7 /100 (blue dash-dots).
The initial condition is |®g) = |®. ). In the last three cases, a; = 0 V. The curves illustrate
the dependence of the coin operator C. If compared to figure 2, it also shows the sensibility to the
initial condition |®).

the form of the Wg matrix representations. As anticipated above, we use the coin operator (6)
forall g > 1.

4.1. Time evolution of the probability distribution

We show in figure 2 the probability of finding the walker in the central node as a function of
time when |®g) = [Py ) (solid symbols and lines). When g = 1, all four nodes are equivalent,
so that |W(i, n)|*> = 1/4, Vi, n (black dashes in figure 2). For g > 1, this property no longer
holds. The curves clearly indicate that |W(i = c, n)|> depends on time in a rather complex
way. The curves for |V (i, n) |2, i # ¢, also have a similar and irregular behavior.

An irregular behavior is the characteristic feature for the |® ) initial condition. In such a
case, even the dynamics for the g = 1 network become irregular. This is illustrated in figure 3,
where we show how the probability of finding the walker in the central node depends on

8
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Figure 4. Time average |W(i)|? for g = 2, 3 and 4 and two distinct initial conditions: |®¢) = |®g )
(red) circles |®g) = |Pg.) (green) diamonds. Black squares correspond to the asymptotic
occupation probability of a classical walk, which is independent of the initial conditions. Total
time is 7 = 10000.

time when |®() = |®, o). For the purpose of emphasizing the dependence on the coin state,
we draw the values of |W(i = c, n)|? for different choices of the coin operator indicated in
the previous section. Quite irregular behavior is the common feature for all but the choice
a; =0,60; = /100, Vi, j. In the last case, the time evolution is characterized by a sinusoidal
long period oscillation superimposed onto high-frequency changes between small and large
values of |W(i = ¢, n)|>.

4.2. Time-averaged probability distribution

We have next evaluated the time average

- 1<
N2 1 . 2
YOP = Tlgr;ﬁ;wu,nn (12)
as a function of the node i and different initial conditions. The results in figure 4 for g = 2, 3,
reproduce the results for two different initial conditions: |®g ) and |Dg ;).

It is quite clear that the possible values of | W (7)|? are distributed close to discrete horizontal
planes that go through the admitted normalized values k; = k;/ Y ¢ k¢, indicating that the
probability of finding the walker in a given node i is strongly correlated with k;, and hence the
generation in which it was introduced into the network. Keeping in mind that the corresponding
exact result for the classical DTRW on AN is E, irrespective of the initial condition, we look
for the following signatures of DTQW behavior: (i) differences among nodes with the same k
for a given initial condition; (ii) differences among the results for one same node as a function
of the initial conditions. Both features are clearly displayed in figures 4(a) and (b), when g = 2
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W
0.37— —ﬁ ,,,,,,,, B 8, ,,,,,,,
0.21
0.11
0.0

Figure 5. Time average | W (i)|? for g¢ = 1 and the Fourier coin (black squares) and different choices
of 0; = m /4 (red circles), 6; = /8 (green diamonds) and 9; = /100 (blue stars). The initial
condition is |®g) = |, o). Total time is T = 10000. The average probability presents slightly
large memory coin dependence.

and 3. When g = 4, such differences become small in comparison to the differences in the
values of k, as one notes from figure 4(c).

In figure 5, we illustrate the dependence of |W(i)|? on the choice of the coin operator
when g = 1. In such a case, we consider |®y) = |P¢ ) and make use of the Fourier coin and
three further angle choices indicated in the previous section. The results clearly indicate the
dependence on the choice of parameters defining the unitary transformation. We call attention
to the fact that, for all four operators, we use the same form of the S | matrix in equation (7).

4.3. Time transition probability distribution from the central node

Now let us consider the quantum transition probability 7; ; for a walker to go from node j
to node i in n time steps as a function of the initial conditions. This requires that the initial
condition be expressed by |® ;) = |j) or |<II'()J-(1')|2 =34 ;.

Results are shown in figure 6. The upper panel illustrates the behavior of 7; ; for all sites
(i =1,2,3,4) of the first generation, when j = ¢ = 3 corresponds to the central node (see
figure 1). We draw the results for the Fourier coin only. 7; ; = |W(i)|* has a quite different
behavior as compared to that for the homogeneous initial conditions in figure 2. Although
each of the four nodes has the same degree k = 3, the time evolution depends on the site, as a
consequence of the influence of the coin state on the movement. As we have already observed
in figures 3 and 5, the choice of other coin operators leads to distinct values 7; j(n).

In the lower panel of figure 6 we illustrate a typical behavior for g = 4. We again take the
central node as an initial condition, which now amounts to taking the state |®g 16). We show
values of ; ; for selected nodes with k = 24+ landk =3 x 2% withi=1,2,3,4. They
correspond, respectively, to nodes introduced into the network at generations g = 0, 1,2, 3
and 4. The time dependence shows similar oscillations to those already present in the g = 1
case. It is also interesting to note that the values of 7; ; fluctuate around the few plateaus ki
that define the obtained probability values for the classical DTRW.

4.4. Comparison between DTQW and CTQW

It is important to stress important differences between DTQW and CTQW results for ANs [23].
Since the CTQW evolution operator is essentially expressed by exp(iHt), where the uniform
tight binding Hamiltonian H coincides with the AN adjacency matrix, it is represented by a
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Figure 6. Quantum transition probability 7; ;(n) for a walker to go from node j = c tonode iinn
steps. For g = 1, the transition probabilities for all four nodes are shown. Due to the coin used and
the choice j = ¢ = 3, the values of 73 3(n) and 74 3 (1) coincide for all values of n. The same does
not happen to 7y 3(n) and 75 3 (n). For g = 4, we draw 7; 16 (n) for five different nodes introduced
at, respectively, generations ¢ = 0, 1,2, 3, and 4. As ¢ increases, the nodes have a smaller number
of neighbors and smaller probability of hosting the walker.

periodic series involving the eigenvalues of H. When g = 1, all eigenvalues can be analytically
evaluated [11], so that the authors have obtained an exact expression for the periodic transition
probabilities m; ;. For larger values of g, the ratio between any two eigenvalues of H is no
longer a rational number. As a consequence, 7; j(Y(i, j)) are no longer periodic, but they still
follow a smooth path. In contrast, figures 2 and 6 clearly show quite irregular oscillations
for all values of g. This behavior results from the successive multiplication of the operator
Wg on the initial state. As the eigenvalues of Wg are distinct from those of H already when
g = 1, itis natural to obtain distinct results for DTQW and CTQW. Another striking difference
between the two results is the order of magnitude of 7; ; as the function of k. While our results
are characterized by irregular oscillations around values that are roughly proportional to k;,
CTQW values vary in a much more drastic way (see figure 2 of [23]). This leads, for instance,
to rather a localized state when the initial condition is located on the central node, in a marked
difference to our results.

5. Conclusions

In this work, we reported results for the DTQW on Apollonian networks of up to 43 sites. We
developed a framework leading to the construction of an explicit matrix representation of the
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time evolution operator W,, which takes into account the actions of the coin and displacement
operators. This way, the discrete time evolution was achieved by successively multiplying
the time evolution matrix by the state vector describing the walker state at a previous discrete
time. Since the node degree is non-uniform, it was necessary to consider Fourier coin operators
acting locally in spaces with a dimension given by the specific node degree.

We have shown that the time evolution of the walker state is very sensitive to initial
conditions and to the choice of action of the coin operators. This becomes quite explicit in the
analysis of g = 1 AN, where different probabilities (walker state components) are obtained
for sites that are geometrically equivalent.

The results we presented for the time-dependent behavior and asymptotic averages are
quite distinct in comparison to those for CTQW on the same ANs. This supports the current
view resulting from investigations in regular lattices that the discrete and continuous time
quantum walks represent quite distinct dynamical processes.

As briefly mentioned in the introduction, the equivalence between DTQW and CTWR
is only achieved under some limiting conditions on the coin operator, which depend on the
dimensionality of the lattice and other topological properties. Different approaches have been
worked out in this direction [4-6] but, for the current problem, it is necessary to take into
account that the coin operator depends on the node the walker visits acting. This rules out
the simpler proposals developed in the first two references quoted above. Further work may
resolve the derivation of the proper limit conditions for the mapping from DTQW to CTQW.
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