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Distributed Energy Systems (DES) with renewable energy sources were conceived as a 

way to reduce the emission of polluting gases into the atmosphere and have become a 

major incentive for self-producers of energy. Although Brazil has a large availability of 

natural resources, which creates a strong potential for the application of microgrids 

based on renewable energy sources such as solar, wind, and biomass, it is still little 

explored in relation to other countries. This study aims to bridge the gaps in the current 

literature regarding microgrid design by addressing the impact of energy demands in the 

sizing of a microgrid and the impact of climate on renewable resource efficiency. The 

study pioneers the application of biogas to all residential energy demands in a microgrid 

and offers a new approach to analyzing the effects of varying input variables over time 

in an on-grid microgrid. Therefore the study proposes a decision-making framework for 

designing and operating residential DES in Brazil, based on mixed-integer nonlinear 

programming (MINLP) problems that take into account the particularities of the country, 

such as the availability of various renewable resources and the impact of COVID-19 on 

energy demand. The models optimize the cost of designing and operating a microgrid 

with integrated pipelines and consider the varying efficiency of different technologies 

over time, as well as different options for renewable incentive policies. Additionally, it 

proposes a systematic, cluster-based method to split the time horizon of the model, 

allowing for a more accurate representation of the dynamics of the input variables of 

the optimization problem such as energy demand, wind speed, and solar irradiation over 

time. The framework is tested on a case study of a residential DES of 5 and 10 houses in 

Salvador, Brazil, comparing pre- and post-COVID-19 scenarios. The results show that the 

use of distributed energy resources has turned out to be economically and 

environmentally advantageous compared to using only non-renewable resources. The 

study also demonstrates the economic viability of using biogas and the new energy 

trends emerging during the pandemic, and how this impacts the sizing of microgrids. By 

not considering time-dependent efficiency in the analysis, there may have been a 
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positive impact on the economic gain of around 90% in relation to the baseline scenario, 

but it may also have contributed to the underestimation of power generation. Also, 

although the empirical method showed a greater reduction in environmental costs 

(60%), the clustering method had a greater reduction (80%) in total costs. This highlights 

the relevance of the innovative approaches utilized in the optimization problem for 

designing a microgrid. 

Keywords: Distributed Energy Systems (DES); Microgrid; MINLP; Clustering
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 CHAPTER I- INTRODUCTION 

___________________________________ 

I.1. Introduction 

After the emergence of the first industrial activities and energy processes, 

greenhouse gas (GHG) emissions increased significantly. This is due to the burning of 

fossil fuels for energy production. Figure 1 shows the increase in fossil fuel consumption 

from 1800 to 2021, doubling in value from 1970 to 2021 when the Third and Fourth 

industrial revolutions took place.  As seen in Figure 2, the third industrial revolution 

began around 1970 and lasted until around 2000, with the introduction of electronics 

and information technology in manufacturing. The fourth industrial revolution began 

soon after, with the fusion of digital technologies and physical systems, leading to a 

transformative impact on various sectors through advancements such as artificial 

intelligence, automation, big data, and the Internet of Things.  

 

Figure 1 – Global fossil fuel consumption. Source: Ritchie, Rosado and Roser (2022). 

 

Figure 2 – Industrial Revolution Timeline. Source: Vaidya (2023) 
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Similarly, as can be seen in Figure 3, there has been an increase in GHG emissions, 

with the most economically developed countries making the largest contributions to this 

increase. Over the years, the emissions from human activities have been contributing to 

the rise in global temperatures (Figure 4) This, in turn, has led to an increase in the 

frequency of natural disasters such as cyclones, floods, tornadoes, and droughts.The 

reduction in air quality further causes respiratory problems in the population 

(HOUGHTON, 2005).  

 
Figure 3 - Historical CO2 emissions from fossil fuels in the world. Source: Ritchie, Roser 

and Rosado (2021). 

 

 

Figure 4 - Increase in global temperature over the years. Source: Ritchie, Roser and 
Rosado (2021). 

The need to reduce atmospheric GHG emissions from burning fossil fuels to generate 

electricity is driving the development of microgrids. These systems correspond to the 
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production of energy at or near the place of consumption by means of renewable 

sources, so they are considered distributed generation systems.  

Microgrids provide an alternative to traditional centralized power systems and 

require less technical expertise to operate, making them an effective solution for 

modernizing existing power grids over time (LEE et al., 2015). From this perspective, the 

use of distributed renewable energy production contributes to the reduction of 

pollutant gases emitted into the atmosphere, making the use of resources more 

efficient, diversifying the energy matrix, reducing losses in energy transmission, creating 

jobs, along with others (LEE et al., 2015). However, microgrid planning can be a complex 

task as it involves balancing a variety of factors such as the availability of renewable 

energy sources, which can be highly variable, the environment, technology, geography, 

and regulatory constraints. One of the main challenges in microgrid planning is 

managing the variability of renewable energy sources such as solar and wind power, 

which can fluctuate depending on weather conditions. This requires careful forecasting 

and real-time monitoring to ensure that the microgrid can adjust to changes in the 

availability of energy. Additionally, the integration of different energy sources and 

technologies, as well as compliance with local regulations, can add to the complexity of 

microgrid planning. The geographic location also plays a significant role in the planning 

as well, as it affects the availability of different energy sources and the environmental 

conditions that the microgrid will operate in (GAMARRA and GUERRERO, 2015).  

Inappropriate allocation and combinations of distributed renewable resources can 

lead, among other things, to energy losses, necessary reconfiguration of protection 

systems, and increased costs (TAN et al., 2013). To reap all the benefits, a detailed study 

is required to determine the optimal configuration of the system before implementing 

a microgrid. 

Microgrid configuration optimization problems can be structured in terms of cost 

minimization, reliability maximization, electrical losses minimization, to cite a few (TAN 

et al., 2013). Because it is such a broad field, there are still gaps in the literature 

regarding the impact of varying energy demands on microgrid design, the influence of 

time-dependent efficiency profiles of renewable resources on energy sharing behavior, 

the selection of appropriate time periods for optimization, and the use of biogas to meet 

all the energy demands in a residential microgrid, combined with other renewable 

sources. Additionally, there is a need to customize incentive policies for renewable 

distributed energy systems based on local conditions and characteristics. 

 These are important to realistically define the problem under study. Therefore, it is 

necessary to conduct a thorough analysis of these factors in order to determine the 

optimal configuration for microgrids. 
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I.2. Objective 

I.2.1. General Objective 

The objective of this work is to propose a decision-making framework that utilizes 

mixed nonlinear programming models to design and operate residential distributed 

energy systems, while incorporating innovative analyses to better understand the 

system. 

I.2.2. Specific Objectives 

 

i. Propose a systematic method, based on clustering, to split the time periods of 

the energy demand profile for the model, and compare the effectiveness of this 

method with the empirical method; 

ii. Formulate and solve an optimization model of a microgrid that encompasses all 

the main energy demands of a residence; 

iii. Analyze the impact of pre- and post-COVID demand scenarios on microgrid 

design; 

iv. Indentify the best incentive policy for residential microgrids;  

v. Identify how the time-dependent profile of efficiency of renewable sources 

influence the cost and the design of the microgrid; 

vi. Evaluate the feasibility of utilizing biogas as a renewable energy source in 

microgrids, and propose a combination of biogas with other renewable sources. 

I.3. Justification 

Energy demand is an essential parameter when optimizing the microgrid’s 

configuration, since it characterizes the system. However, the literature does not 

provide yet an analysis of how different demands may affect microgrid design. Taking 

into consideration the COVID-19 pandemic that has considerably affected the energy 

consumption in residences around the world due to the popularization of working from 

home and distance learning systems, this work analyzes post- and pre-COVID demand 

scenarios and their impact on microgrid design. In addition, variations in climatic 

conditions can impact the energy supply when using renewable resources such as 

photovoltaic panels, solar collectors, and wind turbines. These variations can affect the 

efficiency of these technologies in real-time (WOUTERS et al., 2015). Currently, there is 

a lack of the literature regarding the influence of the time-dependent efficiency profile 

of renewable resources on energy sharing behavior in microgrids, as well as the 

differences in adopting this consideration or not in the design of a microgrid. Therefore, 

a comparison is made between a scenario without consideration of the time-dependent 

profile of the efficiency of solar and wind sources, and a scenario that takes into account 

the changes in efficiency over time for a microgrid of 5 houses. 
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The continuous time scale (day, month and year) needs to be discretized into time 

periods in the optimization problem, in order to reduce the computational effort and 

facilitate the numerical solution of the problem. Therefore, due to the importance of 

this step for solving the optimization problem, this work uses the systematic clustering 

method to determine the time period taking into account important data in the system 

characterization, such as energy demands and/or environmental data (ZATTI et al., 

2019). Thus, this work investigates the applicability of the systematic clustering method 

for the presented optimization problem, and compares it with the empirical method, 

based on system observation and manual division of the time horizon, used by Clarke et 

al. (2021) and Sidnell et al. (2021a).  Furthermore, this work analyzes how the clustering 

method impacts microgrids with varying amounts of houses, as well as the allocation 

and sizing of renewable resources within these systems. 

Certain energy sources may not yet be fully utilized in distributed energy systems. 

One of them is the biogas, which can generate electricity and thermal energy. It can be 

produced from the decomposition of organic waste, therefore offers low environmental 

impact and is a good alternative to replace non-renewable fuels such as natural gas 

(COELHO et al., 2018). Thus, a new approach to the sizing of a biogas plant within a 

microgrid was evaluated to meet the demands of electricity, hot water and gas for 

cooking food. In addition, a combination of biogas with other renewable sources was 

proposed: solar and wind energy. In the available literature, the utilization of a 

combination of biogas, wind energy, and photovoltaic sources is not widely examined. 

The adoption of incentive policies for the production of renewable distributed 

energy has contributed to the increase in the adhesion of these systems all over the 

world (FREITAS and HOLLANDA, 2015). However, an incentive policy must be customized 

to offer good results, taking into account the conditions and characteristics of each 

country. With this in mind, the main policies currently adopted in the market for self-

consumption generation (i.e. Feed in Tariff, Net Energy Metering) are considered in 

formulating the optimization problem, in order to identify the best incentive policy for 

the system. 

I.4. Structure of the master thesis 

This dissertation is divided into five chapters. Chapter I presented the 

contextualization of the theme, the general and specific objectives, the justification of 

the work and its structure.   

Chapter II presents the review of the state-of-the-art, discussing the international 

agreements to promote sustainable development, the incentive policies for Distributed 

Generation (DG) and the characterization of the electric energy matrix adopted in Brazil 

and in the world. In addition, it presents the main renewable energy sources, as well as 
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reviews the studies reported in the area of optimization of micro-grid configuration. The 

critical analysis of these studies was essential to analyze the gaps in the literature on the 

subject to be considered for defining the optimization problem.   

Chapter III aims to present the formulation of the optimization problem. For this, the 

methods used to determine the time period of the optimization problem are defined, as 

well as the optimization problem and, namely  the objective function and its constraints.  

After that, the method to solve the problem is presented.  

Chapter IV presents the case study for the city of Salvador, Brazil. First, the behavior 

of the environmental variables (wind speed and solar irradiation) of the site is exposed, 

as well as the behavior of the energy demands. Then the time periods used in the 

problem are presented. After that, the results for all cases and scenarios are presented 

and discussed, exposing the selection of energy resources in each house, as well as the 

interaction between a set of 5 and 10 houses. After that, the results for each scenario 

are compared with each other in terms of total costs, environmental cost and energy 

resource sizing. Finally, a numerical analysis of the model are performed in order to 

verify the computational effort for each scenario and case. 

Finally, Chapter V presents the conclusions, as well as suggestions for future work. 
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CHAPTER II- State-of-the-art Review 

________________________________________________________________ 

II.1. Introduction 

As previously discussed, the prolonged use of fossil fuels has led to a substantial rise 

in greenhouse gas emissions. In light of this, this chapter will explore the incentive 

policies for Distributed Generation adopted in Brazil and in the world in order to mitigate 

the effects of the prolonged use of fossil fuels, as well as the influence of these policies 

on the energy scenario in Brazil. In addition, it discusses the main renewable energy 

sources used in Brazil and in the world, also introduces the contributions of 

microgeneration adoption. To this end, studies are presented that explain the 

optimization of microgeneration configuration, using various renewable energy sources, 

in terms of minimizing costs, minimizing energy losses, maximizing reliability, among 

other factors. 

II.2. International agreements to promote sustainable development 

The impact of human action began to gain global prominence in 1972 with the 

Stockholm Conference. Since then, the scientific community and political leaders have 

been meeting to discuss solutions to minimize and contain environmental impacts and 

promote sustainable development worldwide. One of the agreements that gained 

prominence due to the mobilization of several countries was the United Nations 

Framework Convention on Climate Change (UNFCCC), which was proclaimed at the 

United Nations Conference on Environment and Development in 1992, in Rio de Janeiro, 

with the participation of 178 countries. This convention had the proposal to hold 

frequent conferences (Conference of the Parties - COPs) on climate in order to monitor 

and review the progress of the measures taken by countries in reducing the global 

emission of greenhouse gases (GHGs) (MOREIRA; GIOMETTI, 2008).  

The third Conference of the Parties, COP3, held in Kyoto, Japan in December 1997, 

brought together the discussions held in previous meetings and conferences and 

enacted the Kyoto Protocol. This agreement approved goals and deadlines for GHG 

reduction, legitimizing the carbon credit market between developed and undeveloped 

countries. Certified Emission Reductions (CER) or carbon credits are acquired after a 

developing country voluntarily undertakes activities that reduce carbon emissions 

through the Clean Development Mechanism (CDM). CERs can be sold to developed 

countries to help them meet their environmental GHG emission reduction targets 
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(BITTENCOURT et al., 2017). Based on the historical and current contribution of each 

country to the increase of GHG in the atmosphere, the international meetings decided 

that developed countries have the greatest responsibility for reducing emissions, while 

developing countries do not necessarily have an obligation to reduce greenhouse gases 

(MENEGUELLO, DE CASTRO, 2007).  

The Kyoto Protocol became the main environmental agreement between countries 

until 2016, when it was replaced by the Paris Agreement signed at the 21st COP by 195 

countries. The Paris Agreement established the commitment to limit the increase in 

global temperature by 1.5 to 2°C by the year 2100, through measures taken by each 

nation according to their conditions and historical contributions. Each country must 

outline and communicate their actions being known as their Nationally Determined 

Contribution - NDC (EULER, 2016). Regarding Brazil, the following renewable targets 

were agreed with the UN (United Nations): reducing CO2 emissions in 43% by 2030 

compared to the 2005 levels; achieving 28% to 33% of renewable energy sources, other 

than hydroelectric, in the share of the Brazilian electricity matrix and achieving 10% 

efficiency in the electricity system by 2030 (MME, 2015). As seen in Figure 5, current 

policies to reduce GHGs will have an impact on the reduction of the global temperature, 

but more effort is still needed to reach the goal set for 2100. Thus, the expansion in the 

use of renewable sources with the consequent substitution of fossil fuel burning 

processes becomes more and more urgent.   

 
Figure 5 - Warming scenarios of greenhouse gas emissions. Source: Ritchie, Roser, and Rosado 

(2021). 

Furthermore, most of the world's GHGs come from the energy sector, which includes 

residential, commercial, and transportation power generation. It corresponded to 73% 

in 2020, as Figure 6 shows. To reduce their emission, the countries seek to substitute 

fossil fuel energy by renewable sources in the energy matrix. As a result, distributed 

generation, i. e., the generation of energy from renewable sources in the same place of 

consumption, has been intensified. With the development of distributed generation, 
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countries around the world have proposed incentive policies that allow self-producers 

to access renewable energy sources.       

 

Figure 6 - Distribution of greenhouse gas emissions worldwide by sector in 2020. Source: 
Ritchie and Roser (2020). 

II.3. Incentive policies for Distributed Generation (DG) 

There are currently many incentive policies for Distributed Generation (DG) of 

renewable energy in international markets. The most prominent are: the Feed-in-Tariff 

(FiT), Net Energy Metering (NEM), Renewables Energy Certificates (REC), Tender System 

and Renewable Heat Incentive (RHI) (FREITAS and HOLLANDA, 2015). 

The FiT is a policy to encourage the generation of energy from renewable sources, 

which establishes the contracting of long-term tariffs for periods that vary between 10 

and 20 years. The value of this tariff is established according to the generation costs, the 

source used, the type of installation, among other factors. Because of this, the energy 

exported to the central grid by these means of generation is passed on at a higher value 

than the energy acquired from the central grid. This value is reduced over time as the 

generation costs also decrease. Thus, the FiT provides the stimulus for distributed 

microgeneration by renewable energy sources on site (JUÁ STECANELLA et al., 2021). 

Dalvi et al. (2017) describe that after Germany and Japan have adopted FiT as a policy 

to encourage distributed microgeneration, there was a considerable increase in the 

admission of renewable energy sources in the countries. In Germany, after the adoption 

of the FiT policy, there was an expansion of 35.83 GW in the installed power of 

photovoltaic systems, equivalent to more than a 31,433% increase, and 27.66 GW in the 

onshore wind system, equivalent to more than a 453% increase, between 2000 and 

2013. In Japan, in 2012, the installed power from renewable sources was 12 GW (DALVI 
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et al., 2017). When well managed, the FiT has good results in encouraging the inclusion 

of renewable energy sources in the countries’ energy matrix. 

Net Energy Metering (NEM), on the other hand, is a policy that is mostly adopted in 

European and Asian countries, in which photovoltaic energy producers receive credits 

(in kWh) for the surplus energy injected into the central grid. These credits are used 

when local energy production is lower than demand, thus requiring energy from the 

central grid (SERGICI et al., 2019). In this configuration there is no energy trading, the 

main objective is to relieve the central grid, especially at times of high energy demand 

(AQUILA et al. 2017). Therefore, there is no return in a profitable way for the owner of 

the DG systems, since only the decrease in energy costs is obtained in the long term. 

Another policy adopted around the world is the REC, Renewable Energy Certificate. 

This is an instrument to promote the generation of renewable energy, which consists of 

a title that certifies that the energy was generated by a renewable source. The REC 

emerged after changes in the legislation of some countries such as India, which began 

to require that part of the electricity produced by energy companies originate from 

renewable sources (KUMAR; AGARWALA, 2013). In this way, energy companies can buy 

RECs from owners of DG systems and meet the country's legal requirements. 

There is also the Tender System, characterized by the commercialization of energy, 

where entrepreneurs interested in selling their energy from renewable sources propose 

tariff bids. For this to occur, the competent body previously determines the amount of 

energy that must be contracted, as well as the publication of the rules and organization 

of auctions (MARTINS, 2010). This system favors the transfer of better rates to the end 

consumer, since the auction is won by the proposal with the lowest bid in increasing 

order until the amount of energy previously defined is completed. 

The Renewable Heat Incentive (RHI) is a government financial support to encourage 

the generation of heat from renewable sources. Households that meet the required 

criteria, which vary from country to country, receive an annual amount for producing 

heat from renewable sources; the rate for each source is calculated taking into account 

factors such as type and size (VISHNUBHOTLA, 2022). 

Table 1 provides a comprehensive overview of the theses different incentive policies 

available for distributed generation. In addition, it presents the main countries that have 

already adopted them. It is possible to infer that the selection of each policy will be 

determined by the objectives and needs of each country. For example, the adoption of 

renewable energy certificates is mandatory for developed countries, but for emerging 

countries, i.e. India, it can be used as a source of income. Among the policies listed, 

Feed-in Tariff and Net Energy Metering can be considered the most successful and well-

defined in the market for self-consumption generation. This is attributed to their long-
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term presence in the market and the growth in installed capacity of renewable resources 

within each country (JUNLAKARN et al., 2021). 
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Table 1 - Comparison of Incentive Policies for Distributed Generation: Advantages and Disadvantages 

Policy Characteristics Advantages Disadvantages Application Reference 

Feed-in-
Tariff 

Provide financial incentives for 
renewable energy production, including 
guaranteed payment, long-term 
contracts, premium pricing, and 
declining rates, as part of a government-
supported policy. 

 Encourages renewable 
energy production 

 Stable and predictable 
returns 

 Promotes local economic 
development 

 Increased costs for ratepayer 

 Administrative complexities 

 Potential for market distortions 

 Limited effectiveness in reducing 
emissions 

Germany, Japan, Spain, France, 

Italy, Portugal, Australia, Canada, 

United States, China 

Kërçi, Tzounas, Milano 
(2022) 

 

Net Energy 
Metering 

Allows those who generate their own 
renewable energy to receive credit on 
their utility bills for excess electricity they 
produce and feed back into the grid, 
which offsets the cost of the electricity 
they consume from the grid. 

 Encourages renewable 
energy installations 

 Reduces greenhouse gas 
emissions 

 Improve grid stability 

 Shifts maintenance costs to non-
participants 

 Regulatory challenges 
 

United States, Germany, 
Australia, India, Thailand, France, 
Brazil   

Roux and Shanker (2018) 

Renewables 
Energy 
Certificates 

RECs are tradeable certificates that 
represent proof that one MWh of 
electricity was generated from a 
renewable energy source. They can be 
bought and sold, and are a way to 
support renewable energy and meet 
renewable energy targets. They vary in 
price and quality, and are not the same 
as carbon offsets. 

 Help meet renewable 
energy targets 

 Provide a source of revenue 
for renewable energy 
producers 

 Reduce greenhouse 
emissions 

 The price of RECs can be volatile 
and subject to market 
fluctuations 

 The quality and verification of 
RECs can vary, leading to 
confusion for buyers 

United States, Canada, Australia, 
United Kingdom, South Korea, 
European Union member 
countries, India 

Zhu et al. (2022) 

Tender 
System 

Commercialization of energy, where 
entrepreneurs interested in selling their 
energy from renewable sources propose 
tariff bids 

 Potential cost savings for the 
entity seeking goods or 
services 

 Transparent selection 
process 

 Bureaucratic requirements may 
be a barrier to entry for some 
suppliers 

 Tendering can be costly for 
suppliers, with no guarantee of 
being awarded the contract 

United States, United Kingdom, 
Canada, Germany, Japan, India, 
China 

Toke (2015) 

Renewable 
Heat 
Incentive 

Provides financial incentives to 
encourage the use of renewable energy 
for heat generation. 

 Reduces greenhouse gas 
emissions 

 Stimulates the economy 

 Encourages renewable 
energy adoption 

 Program Complexity 

 Create uncertainty for 
participants, as changes to the 
program or funding levels may 
occur over time 

United Kingdom, Ireland, 
Germany, Italy, Spain, Sweden, 
Denmark 

Abu-Bakar et al. (2013) 
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II.4. Incentive policies for Distributed Generation (DG) in Brazil 

There are two systems that supply the energy demand of the Brazilian regions: the 

National Interconnected System (SIN: Sistema Interligado Nacional) and the Isolated 

System. The SIN supplies the Northeast, Center-West, South, Southeast and part of the 

North regions (Figure 7). It is mostly composed of large hydroelectric plants and a vast 

transmission network that interconnects all regions. In contrast, there are 270 locations 

that, for technical or economic reasons, are not part of the SIN. These are called Isolated 

Systems, and are regulated by Decree No. 7246, of July 28, 2010, and distributed in the 

Northern region, in the region of Mato Grosso and in the region of Fernando de 

Noronha. The supply of electricity in these markets is ensured by the Energy Research 

Company (EPE: Empresa de Pesquisa Energética) through studies that identify the 

current supply and generation from consumption, load and demand forecasts for each 

location made available by local energy distributors.      

 
Figure 7 – Brazil Regions Map. Source: Mappr (2023).  

Figure 8 provides a brief history of the main incentive policies for renewable energy 

in Brazil that will be detailed later. Among these policies, it is possible to observe the 

main approaches also adopted in the international market, such as the auction system, 

the use of RECs and NEM.  
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Figure 8 - History of the main policies/mechanisms to encourage renewable energy in 
Brazil.  

In 2002 the Program of Incentive to Alternative Sources (PROINFA: Programa de 

Incentivo às Fontes Alternativas) was instituted by Law No. 10.438. This had as strategic 

objectives the diversification of the energy matrix, the search for the reduction of 

greenhouse gases in order to meet the Kyoto Protocol and the generation of jobs in the 

country (MARTINS, 2010). PROINFA consists of Independent Autonomous Producers 

that make up the SIN. They produce electricity based on wind sources, Small 

Hydroelectric Plants (PCH: Pequenas Centrais Hidrelétricas) and biomass. It is one of the 

pioneer programs in Brazil to encourage the generation of energy from renewable 

sources. In the first stage of the program, the aim was to implement 3,300 MW of 

capacity, with the contracting of 1,100 MW per energy source. The contracts were 

intermediated by Centrais Elétricas Brasileiras S.A. - ELETROBRÁS and had a duration of 

20 years, thus the FiT policy was adopted to encourage generation from renewable 

sources (CCEE, 2010). 

In this phase, for the selection of producers, public calls were made taking into 

consideration criteria such as: the oldest Environmental Installation License and hiring 

limits per State. The latter was intended to stimulate regional development and foster 

local jobs (MARTINS, 2010).  Table 2 shows the distribution of contracted power for each 

region of the country, where Qty is the quantity of plants installed. For the operation of 

the program, the administrative costs, financial costs, tax charges of PROINFA and the 

amount paid for electricity by ELETROBRÁS are passed on to the final consumers, in 

proportion to their energy consumption, except for the Low Income Residential Sub-

class, which has a consumption equal to or less than 80 kWh/month (MME, 2004). 
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Table 2  - Overview by region of contracted power in the first phase of PROINFA. Source: 

MME (2009). 

SOURCE NORTH 
NORTH 

EAST 

CENTRAL 

WEST 

SOUTH 

EAST 
SOUTH TOTAL 

PCH 

Qty 6 3 25 15 14 63 

Power 

(MW) 
102.20 41.80 498.94 285.20 263.10 1,191.24 

BIOMASS 

Qty - 6 6 11 4 27 

Power 

(MW) 
- 119.20 128.92 332.02 105.10 685.24 

WIND 

POWER 

Qty - 36 - 2 16 54 

Power

(MW) 
- 805.58 - 165.05 454.29 1,422.92 

TOTAL 

Qty 6 45 31 28 34 144 

Power 

(MW) 

102.20 966.58 627.86 780.27 822.49 3,299.40 

Each year Eletrobrás prepares the Annual Plan of Proinfa (PAP: Plano Anual do 

Proinfa), which is approved by the National Agency of Electric Energy (ANEEL: Agência 

Nacional de Energia Elétrica). The Annual Plan includes, among other information, the 

calculation of quotas to fund the program (ELETROBRÁS, 2020). Table 3 shows the 

amount of energy and costs considered for the PAP 2020. These values are considered 

for the calculation of tariffs that are passed on to end users, in order to provide for the 

maintenance of the program. 

Table 3 - Energy amount and cost for PAP 2020. Source: Eletrobrás (2020). 

Source 
Number of 

installations 
Energy (MWh) Annual Cost (R$) 

Biomass 19 1,182,057.00 267,143,373.77 

Wind 52 3,525,426.00 1,675,292,617.55 

PCH 60 6,494,664.00 1,819,153,937.14 

TOTAL 131 11,202,147.00 3,761,589,928.46 

In 2004, the commercialization of electric energy in the country was regulated 

by Decree nº 5,163, of July 30, 2004. This occurs through the Regulated Contracting 

Environment (ACR: Ambientes de Contratação Regulada) and the Free Contracting 

Environment (ACL: Ambiente de Contratação Livre). In the ACR, the energy generation 

agents sell to energy distribution agents by means of auctions organized by the Chamber 

of Commercialization of Electric Energy (CCEE: Câmara de Comercialização de Energia 
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Elétrica), with the objective of transferring the lowest tariff to the final users. In ACL, on 

the other hand, the sale value is agreed upon according to specific commercialization 

rules between the producer and the free consumers. The latter are companies with high 

consumption and can be classified as Conventional Free Consumer and Special Free 

Consumer. The special one must consume energy from renewable energy sources. 

The difference between the energy that was contracted (in the ACR and ACL) and 

that which was actually generated and consumed by each agent is negotiated in the 

Short Term Market. The trading value of this market is determined by the CCEE from 

mathematical models, and the value found is called the price for the settlement of 

differences (PLD: Preço da Liquidação das Diferenças). In this market there are no 

contracts, there is multilateral contracting (CCEE, 2004). 

From Decree nº 6.048 of February 27, 2007, which altered Decree nº 5.163, of 

July 30, 2004, the auction (tender system) of energy from renewable sources was 

promoted. In this way, the producers contracted in PROINFA and also the Self-Producer 

of Electric Energy (APE: Autoprodutor de Energia Elétrica) individuals, legal entities or 

companies that are authorized to produce energy for their own consumption and that 

may eventually commercialize energy, sell energy to buyers participating in the CCEE 

auction. 

In 2012, the Normative Resolution No. 482 (RNE482) was approved, 

subsequently amended by Normative Resolution No. 687 of 2015 and Normative 

Resolution No. 786 of 2017, which provides for the regulation of distributed micro and 

mini generation in Brazil.  Through the last published resolution, distributed 

microgeneration is considered to be the power plant with installed power less than or 

equal to 75 kW that uses qualified cogeneration or renewable energy sources. For 

distributed minigeneration, on the other hand, power plants with installed capacity 

greater than 75kW and less than or equal to 5MW are considered. 

In addition, RNE482 regulates the Net Energy Metering (NEM) system, in which 

the enterprise that meets the requirements proposed in the resolution may inject the 

surplus energy, which was not consumed, into the distribution network. This will 

account for credits that can be deducted from the energy bill, with a period of up to 60 

months to be used. 

In 2014, there was the first transaction of REC in Brazil. In the country there are 

two types: I-RECs (International REC Standard), the same used in the international 

market and I-RECs with REC Brazil seal. The international seal provides, in addition to 

the renewable energy certificate to the company, the certificate according to the criteria 

of the Sustainable Development Goals (SDGs) of the United Nations, proving its social 

and environmental impact. In 2019, more than 2.5 million certificates were traded and 
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their numbers have grown considerably since then, assisting in achieving the 

environmental goals of large companies (ECON ENERGIA, 2021). 

In 2015, the Program for the Development of Distributed Generation of Electric 

Energy (ProGD: Programa de Desenvolvimento da Geração Distribuída de Energia 

Elétrica) was launched in order to stimulate distributed generation by renewable 

sources, through incentive actions with financial incentives (credit lines, permission to 

sell energy) and fiscal facilitation (legal, regulatory, and tax improvements). In this way, 

the program helps to fulfill the Nationally Determined Contribution (NDC) agreed with 

the UN. 

In 2022, the legal framework for distributed generation was instituted through 

Law no. 14.300/2022. One of the innovations in this law is the gathering of energy 

consumers through voluntary civil and building condominiums, characterizing shared 

generation, in addition to the consortiums and cooperatives already included in the REN 

482. Furthermore, the acquired right and the transition rules for distributed generation 

installations were established, in which, in the first 12 months after the date of 

publication of the law, the billing will be done in the same way as it was already being 

done, with the tariffs falling on the positive difference between the consumption of the 

central network and the electric energy deposited in the network. At the end of this 

period, the costs related to the distribution service that will be charged on the 

compensated energy will be passed on to the distributed energy generation producers, 

following the transition rule, the percentage in relation to the tariff components of this 

service will be (i) 15% in 2023; (ii) 30% in 2024; (iii) 45% in 2025; (iv) 60% in 2026; (v) 

75% in 2027; (vi) 90% in 2028; and (vii) 100% in 2029. 

Furthermore, in 2022 the Social Renewable Energy Program was created, with 

the purpose of facilitating the acquisition of renewable energy systems for the low-

income population. This program will promote investments for this part of the 

population with resources coming from the Energy Efficiency Program (PEE: Programa 

de Eficiência Energética) (TAUIL, CHEQUER, 2022).       

II.5. Energy and electric matrix of Brazil and the world 

The energy matrix corresponds to all means of energy generation including 

locomotion, while the electric matrix corresponds to the means of generating only 

electric energy. The Brazilian and world energy matrices in 2019 are shown in Figure 9. 

It can be seen that the resource with the largest share in both matrices is oil, with 42% 

in the national matrix and 31% in the world matrix, respectively. The second most used 

source in the Brazilian matrix is hydroelectricity, which stands out with 31% against only 

6% in the world matrix. On the other hand, mineral coal is the second most used source 

in the world energy matrix. This has a strong influence on the profile of use of renewable 
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sources in Brazil in relation to the world, as illustrated in Figure 10. This may be due to 

the abundance and availability of renewable resources in the country. 

Figure 9 also shows that the participation of other renewable sources including 

solar and wind is still more restricted. This may be due to the lack of efficient generation 

technology, as well as the high costs in installation and maintenance of renewable 

sources. The same challenges occur in the installation of technologies such as 

geothermal and ocean energy, or new technologies that are still in the implementation 

phase, such as bioLPG. 

 

  

 

Figure 9 - Brazilian and world energy matrix in 2019. Source: Ritchie and Roser (2019). 

 

 
Figure 10 - Renewable and non-renewable energy consumption profile in Brazil and the world 

in 2019. Source: MME (2020). 

With regard to the distribution of resources that are aimed solely at electricity 

generation, hydroelectricity represents the largest national percentage with 64%, 

followed by wind and solar with 15% and biomass with 9%, according to data from 2020 

(Figure 11). In this scenario renewable resources represent 88% of all installed capacity 

against 40% of the energy matrix. 
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Figure 11 - Brazilian Electric Matrix 2020. Source: MME (2021). 

In 2020, the installed capacity of hydroelectric power in the country was 109.27 

GW, which represented an increase of 76% in relation to the year 2002, when it achieved 

62.02 GW (ANEEL, 2002). The year 2002 was marked by the beginning of incentive 

policies for renewable energy in Brazil. This suggests that the public policies adopted 

since then have contributed to the increased participation of renewable sources in the 

Brazilian electricity matrix. This high impact was also observed in wind energy, since in 

2020 the country reached 17.13 GW of installed capacity, an increase of 17,131% in 

relation to the previous decade, when the capacity was 1 GW (ANEEL,2002). 

 Table 4 represents the distribution of installed electric generation capacity in the 

country in the years 2019 and 2020. From the total 179.5 GW of installed capacity in 

2020 only 4.77 GW correspond to distributed generation. This shows that, even after 

RNE482, the Normative Resolution for regulating distributed micro and mini generation 

in Brazil, mini and micro generation in the country still represented 2.66% of all installed 

capacity. However, there was an increase of approximately 23% in relation to 2019, even 

with the low representativeness in relation to the national total. According to EPBR 

(2022), in 2022 among the sources of mini and micro electricity generation systems, 

solar energy accounted for 97.7% of the total; followed by thermoelectric (1.2%), 

hydroelectric generating plant - CGH (0.87%) and wind (0.18%). For decentralized 

applications, then, the use of solar energy is more pronounced.  

Biomass
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Nuclear
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Table 4 - Installed capacity of Electric Generation in Brazil (GW). Source: MME (2021). 

Source 2019 2020 

Hydro 109,058 109,271 

Power Plants 102,999 103,027 

Small Plants and 

Generating Plants  
6,059 6,244 

Biomass 14,978 15,306 

Cane Bagasse 11,438 11,712 

Biogas 186 206 

Bleach and others 3,354 3,388 

Wind 15,378 17,131 

Solar 2,473 3,287 

Uranium 1,990 1,990 

Gas 15,304 16,825 

Natural Gas 13,385 14,927 

Industrial Gas 1,919 1,899 

Oil 7,670 7,696 

Of which Fuel Oil 3,316 3,256 

Mineral Coal 3,228 3,203 

Unknown 40 27 

Subtotal 170,118 174,737 

Distributed Generation 2,140 4,768 

Solar 1,970 4,635 

Wind 10 15 

Hydro 97 23 

Thermal 63 95 

Nacional Total 172,258 179,505 

Of which renewable 144,067 149,764 

Availability with import 178,130 185,355 

Table 5 illustrates the installed power offer ratio in 2020 for each generation 

system. The largest share comes from the SIN whose main source is hydroelectric. In the 

isolated systems, the use of thermal sources such as diesel oil predominates because 

these are places with difficult access, which makes it difficult to connect to the SIN and 

use other sources. Likewise, the largest percentage of the APE (Auto-Produtor de Energia 

- Energy Self-Producer) comes from a thermal source, mainly from biomass since the 

majority of self-producers work with qualified cogeneration.  Table 6 summarizes the 

electricity generation profile by self-producer in 2020. The main source is the sugar and 

alcohol sector, followed by the pulp and paper sector. 
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Table 5 - Percentage of installed energy supply according to energy production systems - 2020 
(%). Source: MME (2021). 

Source SIN Isolated Captive APE Total 

Hydraulics 66.7 25.6 7.5 62.1 

National 63.4 0.6 7.5 59.0 

Imported 3.3 24.9  3.2 

Thermal 18.5 74.4 79.8 23.3 

Nuclear 1.2   1.1 

Wind 10.0  0.009 9.3 

Solar 3.6  12.8 4.3 

Total (%) 100.0 100.0 100.0 100.0 

Total (GW) 170.9 0.8 13.7 185.4 

Table 6 - Electricity generation profile by self-producer (APE) - 2020 (GWh). Source: MME 
(2021). 

Sector Total generation (GWh) 

Sugar and Alcohol 37 ,831 

Pulp and Paper 16,666 

Petroleum 12,963 

Siderurgia 11,538 

Others 9,941 

Non-Ferrous 8,861 

Agriculture and Livestock 3,684 

Mining 3,249 

Chemistry 1,719 

Total 106,452 

Energy self-production can occur in two ways: on-site or off-site. When it occurs 

outside the place of consumption it uses the distribution networks of the SIN so that the 

energy generated can reach the consumption unit. What differentiates energy self-

production from distributed generation in Brazil (mini- and micro-generation) is that 

self-production is allocated to the free market and distributed generation to the 
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regulated market. Thus, self-producers follow the rules for contracting and selling 

energy in the free market, and distributed generation follows the policy of 

compensation of credits for the excess of energy injected into the grid according to the 

RNE482.  

II.6. Renewable energy sources 

According to the panorama presented, there is a favorable scenario in the 

country and in the world for the promotion of distributed generation, as well as the 

increased participation of renewable sources in the national and global energy and 

electricity matrices. With this in mind, this section will address a review with a greater 

level of detail about the main renewable sources used in Brazil and in the world, along 

with their energy potential and the main generation technologies. 

II.6.1. Solar 

The Planet Earth receives 9.5 x 104 TW of solar energy daily, which is equivalent to 

3,167 times more than the energy the population will consume in the year 2050 

(MACHADO, MIRANDA, 2015). Thus, technologies have been developed to convert solar 

energy into electrical and thermal energy to cope with the global demand. This can be 

generated by two methods: photovoltaic and heliothermal systems, also known as 

Concentrated Solar Power (CSP) systems. 

Photovoltaic (PV) energy comes from the excitation of electrons in semiconductor 

materials by sunlight, producing an electric current. Because the material used has 

electrons that are weakly bounded to the parent atom, high irradiance is not required 

for power generation. During the night there is an interruption of power generation and 

a reduction in efficiency on cloudy days. One of the possible solutions to this problem is 

the adoption of a system of batteries for storing the energy produced in sunny periods; 

however, the very high cost of acquisition and low life of the batteries often makes the 

adoption of this system unfeasible (MACHADO, MIRANDA, 2015). Figure 12 represents 

the operation of a photovoltaic panel in a household. 



Chapter II – State-of-the art Review 

Amorim, A. P. A.  Pg. 33 

 
Figure 12 - Diagram of photovoltaic energy in a residence. Source: GBS (2022).  

Due to the development of new technological routes, access to photovoltaic energy 

has grown considerably. In 2019, the worldwide installed capacity grew by 115 GW, 

22.5% over the previous year (NASSA, 2020). Figure 13 expresses the cumulative global 

profile of distributed and centralized PV generation during the decade from 2009 to 

2019. Over the years, the share of centralized PV generation has increased by almost 

60% of all the energy generated. This may be due to increased governmental 

investments in order to meet the environmental goals.   
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Figure 13 - Cumulative profile of distributed and centralized generation by PV worldwide in 
the decade 2009-2019. Source: Masson et al. (2020). 

Brazil occupied the 7th position in the world ranking of installed capacity of 

distributed generation of PV in the year 2020 with capacity addition of 2.26 GW (IEA, 

2021), as Table 7 shows. Brazil is ahead of countries like the Netherlands (1.09 GW), 

Belgium (1.03 GW) and India (0.86 GW).  

Table 7 - Top 10 countries for distributed PV installed in 2020. Source: IEA (2021).  

 Country Capacity(GW) 

1°  China 15.5 

2°  Vietnam 9.58 

3°  United States 5.27 

4°  Japan 3.82 

5°  Germany 3.69 

6°  Australia 3.06 

7°  Brazil 2.26 

8°  Netherlands 1.09 

9° Belgium 1.03 

10°  India 0.86 

Regarding the total installed capacity in the country, of the 7.7 GW of installed 

photovoltaic capacity, 3.1 GW are centralized generation and 4.67 GW are distributed 

generation (ABSOLAR, 2021b). This number, according to ABSOLAR (2021a), meets only 
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0.5% of the 85 million electricity consumers in the country. This indicates that there is 

still a great potential for growth of photovoltaic energy in the country. 

Heliothermal energy uses normal direct solar irradiation (DNI), as in photovoltaics, 

to heat a fluid that undergoes an expansion in order to convert the heat into work and 

subsequently into electrical energy via an electromechanical generator (SORIA, 

SCHAEFFER and SZKLO, 2014). This technology can be used with or without heat storage. 

Heat storage enables the plant to operate in periods when there is no solar incidence. 

For the use of CSP technology, it is necessary that the installation site has special 

conditions such as: DNI higher than 1,800 kWh/m2/year, low velocity winds, and 

adequate topographical conditions. The high costs of equipment as well as the 

installation costs, which depends on the labor force of each country, still makes the 

heliothermal energy an expensive technology. The authors Vieira, Guimarães and Lisboa 

(2018) report that, due to these limitations, there are only 94 systems in operation in 

the world, corresponding to 5,206 MW of installed power. According to Cunha and 

Weiss (2021), CSP technology costs, in 2019, was 3 times greater than photovoltaics. 

Thus, in Brazil, despite having favorable regions for installation, this technology is still 

little explored for electricity generation due to the high costs associated with its 

implementation, with a little representative value in the national electric matrix (VIEIRA, 

GUIMARÃES, LISBOA, 2018). 

Solar energy can also be used as a source of heat to supply the demand for hot water 

in houses and industrial processes. This system is exemplified in Figure 14, where the 

solar collector is responsible for capturing the heat of the sun that is transferred to the 

water pipe inserted inside the collector, as in heliothermal technology. The heated 

water is then transferred to a container where it will be stored until used.  

According to the 2020 report of the International Energy Agency's Collaborative 

Program on Solar Heating and Cooling Technology, the global thermal capacity of water 

collectors, that has a specific goal of only producing hot water, has grown from 62 GWth 

(89 million m2) in 2000 to 479 GWth (684 million m2) in 2019 (WEISS, SPÖRK-DÜR, 2020). 

In the world ranking, Brazil occupies the 6th position of growth in the implementation of 

this technology. Furthermore, this is responsible for part of the electrical energy savings 

in Brazilian homes, since the electricity that would be required to heat water, with the 

use of electric showers, is no longer necessary. Data from the beginning of the year 2000 

show that this source was responsible for saving 44% of the electrical energy 

consumption in Brazilian residences (WEISS, SPÖRK-DÜR, 2020). 
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Figure 14 - Solar thermal energy production diagram. Source: Greenriverside (2022).  

Another solar energy technology relates to hybrid PV/T systems that produce 

thermal energy and electrical energy at the same time. This system is a combination of 

photovoltaics and solar collectors, so they feature the same components seen in both 

technologies (Figure 15). This technology is interesting because in photovoltaic systems 

only a part of the energy is transformed into electricity and the rest is lost to the 

environment, but in this system the energy not used for electricity generation is used 

for water heating, providing a greater use of the captured solar energy (OLIVEIRA, 2017). 

 

Figure 15 - Diagram of solar energy production in hybrid PV/T systems. Source: Ramos (2017). 

II.6.2. Wind 

Wind energy is obtained by means of a wind turbine that converts the kinetic energy 

of air flow into electrical energy (Figure 16). An inexhaustible source of energy, it can be 

produced both onshore and offshore. In addition, it has low environmental impact and 

occupies a relatively small area, and its perimeter can be used for farming or grazing 

(COSTA, CASOTTI, AZEVEDO, 2009). 
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Figure 16 – Representation of wind energy in a residence. Source: Rowan House 
(2022). 

According to GWEC (2021), the total onshore and offshore wind power installations 

in the world is 742.7 GW, of this total 93 GW were installed in the year 2020, 2.79 GW 

of which in Brazil. Figure 17 shows the worldwide distribution of onshore and offshore 

wind power installations. China has the highest percentage of onshore installations with 

39% equivalent to 275.9 GW, while the UK leads in offshore installations with 30%, 

equivalent to 10.59 GW. 

  

Figure 17 - Distribution of onshore and offshore wind installations worldwide. Source: GWEC 
(2021). 

Due to policies to encourage the acquisition and improvement studies of wind 

technologies in order to reduce expenses and increase energy yield, Brazil is one of the 

five fastest growing countries in the deployment of wind resources. Regarding the wind 

potential in the country, its estimated capacity is 326 W/m2, with the largest potential 
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located in the Northeast region (DTU, 2019). Thus, in addition to the financial incentive 

regarding its use, there is also the climatic feasibility for the use of wind energy in Brazil.  

Table 8 shows the installed capacity of wind energy by state in the country. The 

Northeast region has the largest number of wind farms. Rio Grande do Norte is the most 

representative, with 182 farms and an installed capacity of 5,154.2 MW, followed by 

Bahia with 184 farms and 4,879.6 MW of installed capacity. 

Regarding distributed generation in Brazil, wind energy corresponds to 19.8 MW in 

2022, corresponding to 0.18% of all distributed generation in the country (EPBR, 2022). 

This low percentage can be attributed to the limited availability of wind in some regions 

of the country, which would require investment in larger wind turbines to capture more 

energy, and also due to the low popularity of residential wind turbines. Therefore, more 

studies are needed to show the viability of these resources for use in distributed 

generation. 

Table 8 - Installed power by state in Brazil in 2020. Source: Godoi (2021). 

State Installed Power (MW) Parks 

RN 5,154.20 182 

BA 4,879.60 189 

PI 2,275.90 79 

CE 2,179.30 81 

RS 1,835.90 80 

PE 798.4 34 

MA 426 15 

SC 238.5 14 

PB 157.2 15 

SE 34.5 1 

RJ 28.1 1 

PR 2.5 1 

Total 18,010.1 695 

II.6.3. Biomass 

Biomass energy can be converted into electric (Figure 18) and thermal (Figure 19) 

energy by means of direct burning in thermoelectric plants. Figure 18 shows an example 

of a biomass thermoelectric plant. The heat produced by burning biomass heats a liquid 
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(water), which produces work and moves a turbine, that feed an electric generator. 

Figure 19 represents the thermal energy generation. The biomass is burned, but the 

heated liquid is directly used for its applications, such as supplying the hot water 

demand in the residence. Burning biomass, though, can be harmful to humans due to 

the release of particles that can harm the respiratory system. Therefore, additional 

investments in equipment are often required to remove this particulate material 

(DANTAS, 2010). 

 
Figure 18 – Diagram of a biomass thermoelectric plant. Source: Salix Renewable (2018). 

 
Figure 19 – Diagram of thermal energy generation through biomass. Source: Herschel Infrared 

(2022). 

Due to the low energy efficiency of some systems, requiring large quantities of inputs 

to meet the demand, different mechanisms have been investigated to reduce the costs 

of transportation of inputs, such as the use of waste in cogeneration plants. In addition, 
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the development of new technologies has sought to increase the energy efficiency of 

biomass generators (MACEDO, 2001).  

Fermentation is an alternative process for obtaining thermal and electrical energy 

from biomass. It produces biogas, a mixture of CH4 and CO2 and small amounts of waste 

gases (COELHO et al., 2018). Figure 20 shows some technological routes of biogas 

production and its improved version, the biomethane, as well as their respective 

applications. As noted, biogas can be used directly as cooking gas to produce heat and 

electricity or after the upgrading process it can be used as transportation fuel. The 

upgrading process, in addition to the production of biomethane, is important to prevent 

corrosive substances found in biogas, such as hydrogen sulfide (H2S), from reducing the 

life of engines and generators, as well as increasing the calorific value of the gas 

(COELHO et al., 2018). 

  For biogas production, it is necessary to install an anaerobic biodigester that is fed 

with various organic sources, from animal waste to food waste. In the biodigester there 

is a reduction of organic matter with the consequent production of biogas.  The residue 

generated in this process, called digestate, can be used as biofertilizer or animal bedding 

(REURASIA, 2020).  For the production of electricity, a generator is used to convert the 

chemical energy of the gas into mechanical energy through a combustion process. 

 
Figure 20 - Diagram of biogas and biomethane production. Source: Reurasia (2020).  

In 2020, the world installed capacity of energy generation by biomass, which 

includes all forms of thermal generation by this source (biogas digesters and biomass 

power plants), was approximately 140 GW, of which 15.320 GW corresponds to Brazil 

(UNICA, 2020; SÖNNICHSEN, 2020). Figure 21 shows the increase in installed power per 

year of this source in the national scenario. In the period between 2009 and 2016 there 

is a rapid growth of installed power, which may be due to the increase in national 

investment in biomass in the period. From 2017, a decrease in the deployment of 

installed power was observed. This can be attributed to the increased priority given to 
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other energy sources, such as wind, as well as due to budgetary constraints and the need 

to reduce government subsidies (BRASIL, 2017).  

 
Figure 21 - Historical and forecasted increase in installed capacity by biomass in Brazil in MW. 

Source: Unica (2020). 

As regards biogas alone, the global installed capacity in 2020 was 20,150 MW, 

approximately 120% higher than a decade earlier, whose value was 9,519 MW. Figure 

22 shows the roughly linear growth trend of this source over the last decade. 

 
Figure 22 - Historical biogas installed capacity in the world in MW 

Source: Irena (2020). 

 
Figure 23 shows the participation of each type of biomass for electricity generation 

in Brazil. In 2019, 52 TWh of biomass energy was produced, with 68% coming from 

sugarcane bagasse, 24% from bleach, 4% from firewood, 2% from biogas, and 2% from 

other renewables. Regarding the biogas production, in 2020 there were 638 biogas 

plants, most of which (78%) were small plants up to 1,000,000 Nm3/year. However, as 
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observed in Table 9, these plants represent only 8% of all annual biogas production in 

the country, with large plants being responsible for the largest production volume. 

 
Figure 23 - Biomass distribution in electric generation in Brazil 

Source: Coelho (2020). 

 
Table 9 - Classification of biogas plants for energy purposes in Brazil in 2020. Source: 

CIBIogas (2020). 

Plant size Number of plants Biogas volume Nm3/year 

Small size 496 78% 150,849,096 8% 

<500,000 Nm3/year – Size 1 406 64% 90,937,686 5% 

500,001 to 1,000,000 Nm3/year – Size 2 90 14% 59,911,410 3% 

Medium size 104 16% 239,360,738 13% 

1,000,001 to 3,500,000 Nm3/year – Size 3 78 12% 135,507,781 7% 

3,500,001 to 5,000,000 Nm3/year – Size 4 26 4% 103,852,957 6% 

Large size 38 6% 1,438,855,500 79% 

5,000,001 to 30,000,000 Nm3/year – Size 5 25 4% 312,221,282 17% 

30,000,001 to 125,000,000 Nm3/year – Size 6 10 2% 688,634,218 38% 

>125,000,000 Nm3/year – Size 7 3 0.5% 438,000,000 24% 

Total 638  1,829,065,334  

With a 10% share in the national energy matrix in 2022, biomass energy becomes a 

good alternative for Brazil, since the country is a large producer of agricultural inputs 

and these, in turn, generate waste, as in the production of soy, corn, and sugar cane (DE 

MIRANDA, MARTINS, LOPES, 2019; ENGIE, 2022).This scenario favors the promotion of 

self-producers of energy, since the waste can be used in the same place it is produced, 

without logistical and transportation problems. 
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II.6.4. Biopropane (BioLPG) 

LPG (Liquefied Petroleum Gas) is used to prepare daily meals in 65.9 million Brazilian 

households (91% of total households). Its consumption, as observed in Figure 24, follows 

a steady trend over the months, but still corresponds to only 3.1% of the national energy 

matrix (EPBR, 2020). This can be attributed to the legal restrictions imposed on its 

application according to Law 8.716, of 8/2/1991, sanctioned when the country was 

dependent on the external market and went through supply crises. This defined as a 

crime against the economic order the use of LPG in any application that was not essential 

such as use in boilers, saunas and engines. However, even after reaching self-sufficiency 

in LPG supply, this law remains in force, because there has been no reform in the 

constitution since then (SINDIGÁS, 2008). 

 
Figure 24 - Monthly LPG consumption in Brazil. Source: Sindigás (2021) 

Biopropane, also known as bioLPG, has the same chemical composition as liquefied 

petroleum gas (LPG), but is about 94% less polluting than conventional LPG due to the 

production process, and can be used for the same applications such as cooking food and 

heating water in the residential sector (APETRO, 2019). There are several technological 

routes for biopropane production, and the main ones are represented in Figure 25. 

Among them, the most widely used is the process of hydrotreating oils (HVO: 

Hydrogenated Vegetable Oil) that can be of both plant and animal origin and has 

biopropane as a co-product. 
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Figure 25 - Technological routes for biopropane production. Source: Adapted from Hopwood, 

Mitchell, Sourmelis (2019). 

 The potential for bioLPG production could reach 20 to 25 million tons per year in 

Europe  by 2050. This would be enough to handle the continent's entire demand for LPG 

for power generation. With investments and incentive policies, which enable the 

production of biopropane, this production potential can be exploited and thereby 

achieve a complete decarbonization of the LPG distribution chain (APETRO, 2019). 

 With a reform in the legislation, and Brazil being a potential producer of green 

diesel (HVO) through the new HVO specification regulation prepared by the National 

Petroleum, Natural Gas and Biofuels Agency (ANP: Agência Nacional do Petróleo, Gás 

Natural e Biocombustíveis), the replacement of conventional LPG by bioLPG may 

contribute to thermal and electric generation in a more sustainable way in the country 

(CHIAPPINI, 2020). 

II.6.5. Hydroelectricity 

Hydroelectricity comes from the conversion of hydraulic potential energy into 

electrical energy. The installed capacity of a power plant is determined by the height 

and flow of the waterfall in the region or the force of the flow, for run-of-river 
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hydroelectric plants. In Figure 26, the operation of a hydroelectric plant is exemplified, 

where the kinetic energy of the waterfall drives a turbine, which in turn drives a 

generator that produces electricity, and through a transformer, this energy is directed 

to the energy transmission system of the central network. 

 
Figure 26 - Diagram of operation of a hydroelectric plant. Source: U.S. Department of Energy 

(2022).  

According to the National Agency for Electric Energy (ANEEL: Agência Nacional de 

Energia Elétrica), hydroelectric plants are classified into three groups according to size 

and installed capacity: Hydroelectric Generating Plants (CGHs: Centrais Geradoras 

Hidrelétricas) are hydroelectric plants with up to 5 MW of installed capacity; Small 

Hydroelectric Plants (PCHs: Pequenas Centrais Hidrelétricas) have installed capacity of 5 

MW to 30 MW; and Hydroelectric Power Plants (UHEs: Usinas Hidrelétricas de Energia ) 

have more than 30 MW of installed capacity. According to ANEEL (2021), currently 739 

CGHs, 425 PCHs and 219 UHEs are in operation in Brazil, which together correspond to 

109.3 GW of installed capacity. Among the hydroelectric plants in the country, three are 

among the ten largest in the world: Itaipu Binacional with 14 GW, Belo Monte 11.23 GW 

and Tucuruí with 8.37 GW. In the world scenario, Brazil is the second largest producer 

of hydropower worldwide with 11.9%, behind China occupying the first place, with 

15.4%, and Canada the third, with 11.7% (LIMA et al., 2018, NUNEZ, 2019). Figure 27 

shows the evolution of electric generation capacity since 2000 by hydro source in the 

world. In 2030 the generation is estimated to reach 5,722 TWh (IEA, 2020). 
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Figure 27 – Capacity of hydroelectric generation in the world between 2000 and 2019. 

Source: IEA (2020). 

Despite being considered a renewable resource due to the use of water as an energy 

source, studies show that hydroelectric plants can negatively impact the environment, 

depending on the installation site, such as in the Amazon where it has a vast area of 

vegetation. This occurs by flooding areas with organic materials that produce 

greenhouse gases due to the decomposition of these materials (DE FARIA et al., 2015). 

In addition, periods of drought can impact energy generation. In these periods, countries 

that have hydroelectric plants as their main energy source can suffer from energy crises, 

as happened in Brazil between 2000 and 2002, when it was necessary to implement an 

energy rationing plan to manage the crisis (AUGUSTO, 2020).  In 2021, Brazilians saw the 

scenario of almost two decades ago repeat itself. Due to the lowest level of rainfall in 91 

years, the government was forced to implement new measures to mitigate the energy 

crisis, among them: the expansion of thermoelectric generation and water rationing in 

reservoirs (AMATO, 2021). This highlights the importance of a country having a more 

diversified electricity matrix.   

II.6.6. Oceanic  

Ocean energy comes in four forms: wave energy, tidal energy, current energy, 

Ocean Thermal Energy Conversion (OTEC). Wave, tidal and current energies work by 

converting kinetic or potential energy into electrical energy. 

 As can be seen in Figure 28, the movement of the tides activates the electric 

turbine. The energy from the temperature gradient of warm surface water and cold 

deep water can be converted into thermal energy (FLEMING, 2012).  
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Figure 28 - Diagram of the production of electricity through wave energy. Source: Stauffer 

(2009). 

The estimated theoretical potential for each source is summarized in Table 10. 

According to CIA (2015), the annual electricity consumption in the world is 21.78 TWh. 

Considering the sources that produce electricity (tides and waves), their potential 

represents about 1,836 times more than what is consumed in the world. However, due 

to the high cost of implementing these technologies, this potential is still little exploited, 

with about 600 MW of installed capacity in the world (EDENHOFER et al., 2011). 

Table 10 - Theoretical energy potential of oceanic sources. Source: Modified from Saavedra 
(2016). 

Source TWh/year 

Tides 22,000 

Waves 18,000 

OTEC 2,000,000 

Salinity Gradient 23,000 

TOTAL 2,063,000 

According to Oliveira and Saavedra (2016), Brazil has a potential of 27 GW of energy 

generation by oceanic sources and presents a pilot plant project for the Estuário do 

Bacanga in Maranhão. However, due to the lack of incentives and a development policy 

for this source, there is still no participation of ocean energy in the country's electricity 

matrix. 
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II.6.7. CHP 

Combined Heat and Power (CHP) is used to provide electrical and thermal energy 

simultaneously. This system is designed to reduce heat losses in the conventional 

electricity generation process. During electricity production, waste heat from the 

process is captured and can be used for water heating in homes or steam production in 

industrial processes (MOTEVASEL, SEIFI, NIKNAM, 2013).  

CHP systems can be classified according to maximum electrical capacity into three 

categories: as micro cogeneration if their capacity is less than 50kWe, mini cogeneration 

if it is between 50kWe to 1MWe, and cogeneration if it is greater than 1 MWe 

(MARTINEZ et al., 2017). CHP technologies can be divided into two major groups, those 

that are based on thermodynamic cycles and those that are not based on 

thermodynamic cycles, as schematized in Figure 29. 

 
Figure 29 - Classification of the main CHP technologies. Source: Adaptado de Martinez et al. 

(2017). 

Internal combustion and external combustion are classified as technologies 

based on thermodynamic cycles, which can use fossil fuel sources such as natural gas or 

renewable sources such as biogas. On the other hand, technologies that do not have a 

combustion process are not based on thermodynamic cycles and can be used from other 

renewable sources such as the hybrid solar photovoltaic/thermal (PV/T) collector and 

fuel cells (MARTINEZ et al., 2017). The latter converts the Gibbs energy of a chemical 

reaction into electrical energy and, depending on the technology adopted, does not emit 

GHGs (ALVES, 2012). In Figure 30 the operation of a CHP system is synthesized. In this 

case, one of the technologies in Figure 29 can be used as prime mover additionally with 

a heat storage system, piping and cables for heat and electricity transmission to the 

residence, respectively. 
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Figure 30 - Schematic diagram of the operation of a CHP system. Source: Martinez, Michaux, 

Salagnac, nd Bouvier (2017).  

The adoption of CHP technologies with renewable sources promotes greater 

efficiency of the electricity and heat generation system, compared to other energy 

production systems. In addition, there is a reduction of GHG emissions and waste heat 

in the environment (MOTEVASEL, SEIFI, NIKNAM, 2013). 

II.6.8. Geothermal 

Geothermal energy is thermal energy originating from the Earth's interior. In areas 

of tectonic plate transition, thermal zones are more intense and therefore have a great 

potential for geothermal energy. However, studies show that geothermal energy can be 

harnessed even in places where high earth temperatures do not occur (ARBOIT et al., 

2013). There are two ways of using this energy, the direct mode, when the heat is used 

directly, as an example, for heating water, or the indirect mode, in which the heat is 

used to generate electricity. Figure 31 shows an example of a geothermal energy system 

for heating water in a residence, in which a pumping system is used to make the water 

circulate inside the earth and absorb the heat.  
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Figure 31 - Geothermal energy operation. Source: Energizect (2022). 

Because it is a renewable source, it does not harm the soil where it is exploited, it 

does not emit GHGs, and its production capacity does not depend on climate variations, 

geothermal energy is being adopted by many countries (CAMPOS et al., 2016). Table 11 

shows the five countries that most exploit this energy source. Although the United 

States has the largest installed capacity (3,094 MW), Iceland has achieved the title of 

most self-sustainable country with 70% of its energy matrix from hydroelectric plants 

and 30% from geothermal (CAMPOS et al., 2016). 

Table 11 - Countries in the top 5 of energy generation by geothermal sources. 
Source: Campos et al. (2016). 

 1° 2° 3° 4° 5° 

Investment in 2015 Turkey United States Mexico Kenya Germany and Japan 

Installed capacity at the 

end of 2015 
United States Philippines Indonesia Mexico New Zealand 

Heating capacity China Turkey Japan Iceland India 

Heating capacity (per 

capita) 
Iceland New Zealand Hungary Turkey Japan 

However, the percentage of geothermal energy use is still low compared to other 

energy sources, representing only 0.3% of all global installed capacity (KEATING, 2017). 

This may be due to the high costs involved in its implementation, around $2,500 and 

$5,300/kWh. This can be circumvented by the development of new technologies and 

government incentives, since the other costs, i.e., operational and maintenance, are 

relatively low (CAMPOS et al., 2016; STATISTA, 2021). However, other issues must be 
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observed when one intends to harness geothermal energy, such as the high heating of 

the extraction site and the possibility of release into the environment of hydrogen 

sulfide gas, extremely harmful to human health. In this sense, investments are required 

to mitigate these disorders (CAMPOS et al., 2016). 

Brazil, despite not being located in tectonic plate transition zones, has some 

areas with high earth temperatures, as observed in Figure 32, which corresponds to an 

energy potential of 5.2 x 1022 J accessible for exploitation (CORRÊA, 2019). However, this 

source is little explored in the country, and has no representativeness in the national 

energy matrix. This can be attributed to lack of investment, lack of policies to encourage 

the adoption of geothermal generation technologies in the country and the available 

potential is lower than other sources such as wind and solar. The use of geothermal 

energy in Brazil is restricted to recreational and tourism purposes in the regions of 

Caldas Novas (GO), Piratuba (SC), Araxá (MG), Olímpia, Águas de Lindóia and Águas de 

São Pedro (SP) (ARBOIT et al., 2013). 

 
Figure 32 - Map of geothermal resource in Brazil. Source: Arboit et al. (2013). 

 

II.6.9. Energy storage 

In most cases the energy is not fully used at the time it is generated, as with solar 

and wind energy. Because of this, technologies have been developed to store it for later 

use. Energy storage can be either thermal or electrical. Thermal storage solutions keep 

energy in the form of heat that can be used for water heating, space heating or cooling, 

or even electricity production (GURUPRASAD et al, 2018). Currently several technologies 
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can be found, some of them are represented in Figure 14 and Figure 19, which use a 

boiler to store the hot water produced, such as biomass and thermal solar energy. 

In electrical storage, electricity is converted into other forms of energy for later 

reconversion into electrical energy (World Nuclear Association, 2021). This also has 

several technologies with the most common being batteries. Batteries convert electrical 

energy into chemical energy and can convert chemical energy back into electrical energy 

by changing the direction of the oxireduction chemical process, represented by the 

arrow indicating the "discharge" of the battery in Figure 33. 

 
Figure 33 - Operation of a battery in the electrical system. Source: Nikolaidis, Poullikkas (2017). 

Energy storage technologies are still very expensive and may not be feasible to 

use in some cases. However, according to the projection made in 2016 by the World 

Energy Council, the several technologies will have a drop in value in 2030, and the 

biggest drop will be the value of batteries, which may be 70% lower than in 2015 (World 

Nuclear Association, 2021). 
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II.7. Microgrids  

Microgrids consist of power generation and consumption devices, energy 

management, and controllers, and can be entirely powered by renewable resources. 

(Figure 34). The microgrid controller is responsible for managing the generation, 

storage, and distribution of energy within the microgrid. In addition, the controller is 

responsible for monitoring the generation of power from renewable resources and 

ensuring that the power generated is always in line with the demand of the microgrid, 

as well as ensuring the safety and quality of the power generated.  

The microgrid is located close to the place where the energy is used, which 

provides savings in the installation of distribution networks and reduction of energy loss 

in transportation. The microgrid differs from the minigrid only in size: while the 

microgrid is used for residential and small commercial and industrial purposes, the 

minigrid is used to supply larger configurations such as small islands. 

The energy produced in the microgrid can be sold on the energy market 

becoming a source of income for those who produce it.  In addition, distributed 

generation from renewable sources is beneficial not only because it allows for the 

reduction of greenhouse gas emissions, but also because it allows for independent 

operation from the centralized energy grid, which is usually powered by fossil fuel 

sources. 

 

Figure 34 - Example of a microgrid. Source: Elinoff (2019).  

Figure 35 illustrates the categories in which the microgrid can be classified 

regarding mode of operation, type, source and scenario: 
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 Mode of operation. The microgrid can be connected to the central energy grid, 

being able to inject the excess energy produced in the distribution network, or it 

can be isolated, when it operates without being interconnected to the network. In 

isolated operation, battery systems shall be used to store the excess energy to be 

used later, according to local demand. 

 Type. The microgrid can be Alternating Current (ACc), Direct Current (DC) or hybrid, 

when it has both currents. Direct current is unidirectional, i.e., it follows a 

continuous flow in one direction, whereas alternating current is characterized by 

the variation of its direction periodically, so that the energy can be transported for 

great distances and with a high load. However, it is common for alternating current 

to be transformed into direct current, reducing its voltage, to be used in households. 

 Source. Fossil fuels such as diesel and natural gas, renewable sources such as 

photovoltaic, wind power, and biomass, or more than one source, i.e., a hybrid 

condition, can be used. 

 Scenario. The micro-grid can be used in homes, industries, and commerce in order 

to seek energy autonomy. 

 
Figure 35 - Classification of microgrids. Source: Adapted from Eluri and Naik (2021). 

The allocation of a microgrid involves choosing the location and size of the 

microgrid, as well as selecting and installing the energy sources and energy storage and 

distribution equipment. In addition, the allocation may also involve the definition of 

rules and mechanisms for managing and operating the microgrid, including the 

distribution of costs and benefits among participants. 

Distributed generation devices which are poorly sized and allocated can cause 

several problems: energy losses, if the feeder line is poorly sized; reconfiguration of the 

protection system, if the distribution system of the central network is overloaded; 
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increased costs, when there is inadequate sizing and choice of energy source for the 

installation site; periods with discontinuation in energy supplementation, when the 

combination of resources is not done properly; among other factors (TAN et al, 2013). 

To enjoy all the benefits of the microgrid, therefore, the optimal configuration of the 

system must be determined. 

II.7.1. Optimal microgrid configuration 

For the optimal configuration of a microgrid, one must first define the challenges 

and problems associated with its implementation, as well as the benefits it intends to 

achieve. To define the optimization problem of a microgrid configuration, it is common 

to adopt the following steps: select the study site; define the initial considerations for 

the model; establish the renewable resources available at the site; delimit the 

constraints; propose the mathematical model; perform the optimization. In this way, it 

is possible to effectively characterize the problem under study. 

A review of the state-of-the-art since 2006 was carried out focusing on 

optimization problems that seek to meet the energy demands of residences, sets of 

establishments or neighborhoods in order to provide the autonomy of these places. The 

keywords used in this search were: microgrid, design, optimization, energy distribution 

planning, distributed generation, optimal sizing, with the following combinations: 

microgrid AND (design OR optimization OR optimal sizing); design AND optimization 

AND (microgrid OR distributed generation); distributed generation AND design; energy 

distribution planning AND optimal sizing. The articles were also found by the references 

cited in these articles. This state-of-the-art review is expressed in Table 12.  
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Table 12 - Microgrid configuration optimization studies. 

REFERENCE OBJECTIVE FUNCTION CONSTRAINTS DEMAND ENERGY/HEAT SOURCES 

INCENTIVE  

POLICY MODEL STUDY CASE 

Weber et al.  

(2006)  

Min(Cost) AND 

Min(CO2 emissions) 

Thermal and electric energy 

 balance, mass balance and  

configuration 

Electricity, heating 

CHP   - MINLP 
Geneva –  

Switzerland 

Hawkes, Leach 

(2009) 

Min (Annual Cost 

 equivalent) 
Capacity, operational 

Electricity, heating 
Photovoltaic, Wind, CHP - MILP United Kingdom 

Atwa et al.  

(2010) 
Min(Annual energy losses) 

Operacional, configuration, 

capacity 

Electricity  
Photovoltaic, Wind, biomass - MINLP 

Ontario – 

Canada 

Weber and Shah  

(2011) 
Min(Total Annual Costs) 

Electric energy balance,  

configuration, operational 

Electricity, heating, hot  

water, air cooling 
Photovoltaic, wind, CHP, 

Gas boiler 
- MILP United Kingdom 

Porkar et al. 

(2011) 

Min(Cost) AND 

Max(Total System Benefits)  

 

Electric energy balance, 

operational, capacity  

Electricity Photovoltaic, wind, CHP, gas  

turbine, fuel cell, microturbine 

   

- MINLP 

Central Western 

Region United 

States 

Mehleri et al. 

(2012) 
Min(Cost) 

Thermal and electric energy   

balance, operational, 

 configuration  

Electricity, heating Photovoltaic, natural gas boiler, 

 CHP (fuel cells, gas engine, 

 Stirling engine) 

Feed in Tariff MILP Greece 

Omu et al. 

(2013) 

Min(Investment and  

 Operational Costs) 

Electric energy balance,  

operational, configuration, 

 environmental targets 

Electricity, heating 
Photovoltaic, wind, biomass, 

natural gas 

Feed in Tariff, 

Renewable Heat 

Incentive 

MILP United Kingdom 

Wakui,Yokoyama 

(2014) 

Min(Annual consumption 

of primary energy) 

Thermal and electric energy 

balance, configuration,   

operational 

Electricity, heating, hot  

water, air cooling Boiler, CHP - MILP Japan 

Wouters et al. 

(2015) 
Min(Cost) 

Thermal and electric energy  

balance, configuration,   

operational 

Electricity, heating Photovoltaic, wind, CHP, 

Absorption Chillers  

 

Feed in Tariff MILP 
Australia  

South 

Zhang et al.  

(2015) 

Min(Cost) AND 

Min(Global Warming  

Potential of the components) 

Capacity, operational 

Electricity, heating 

CHP 
Feed in Tariff MILP 

United Kingdom 

Nasir and Mutale 

(2016) 
Min(Cost) Operational, capacity 

Electricity, gas for 

cooking Photovoltaic, battery, biogas  

generator 
- MILP Kenya 
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Gabrielli et al. 

(2017) 
Min(Cost) Operational 

Electricity, heating 
Photovoltaic, thermal solar, 

battery 
- MILP Zurich - Switzerland 

Mashayekh et al. 

(2018) 

Min(Investiment) AND 

Min(Operating Costs) AND 

Min(CO2  emissions) 

Operational, capacity, 

thermal energy balance 

Electricity, heating, hot  

water, air cooling 

Photovoltaic, CHP,  

Battery, boiler, 

Electric Chiller  

 

- MILP Alasca 

Schütz et al.  

(2018) 
Min(Cost) 

Configuration, operational, 

capacity 

Electricity, heating Photovoltaic, CHP, boiler, 

battery 
Feed in Tariff MILP 

Bottrop - 

Germany 

Mavromatidis et  

al. (2018) 
Min(Cost) 

Operational, environmental  

targets 

Electricity, heating Photovoltaic, CHP, biomass 

 boiler, Gas boiler, battery 
Feed in Tariff MILP 

Zurich – 

Switzerland 

Mohammed et al. 

(2019) 
Min(Cost) Operational, realibility 

Electricity Photovoltaic, wind, tidal, 

 battery 
- MINLP 

Bretanha- 

France 

Zatti et al. (2019) Min(Cost) Operational 
Electricity, 

heating, cooling 

Photovoltaic, Solar heating, 

Natural gas boiler, 

cogeneration 

Internal combustion engines, 

Heat storage 

- MILP Italy 

Pereira et al.  

(2019) 
Min(Cost) 

Energy balance, capacity,  

operational 

Electricity Photovoltaic, wind, tidal, diesel 

generator, battery  
- MINLP Brazil 

De Mel et al.  

(2020) 
Min(Cost) Configuration, operational 

Electricity, heating 
Photovoltaic, CHP, boilers Feed in Tariff MILP United Kingdom 

Recalde e 

Alvarez- 

Alvarado (2020) 

Max(Realibility) Configuration, operational 

Electricity 

Photovoltaic, wind, tidal - MINLP Australia 

Teichgraeber et al. 

(2020) 
Min(Cost) Operational Electricity, heating 

Photovoltaic, electric heater, 

battery 
- MILP Germany 

Karamov et al. 

 (2021) 

Min(Levelized cost of  

Electricity) 
Operational, capacity 

Electricity 

Photovoltaic, diesel generators, 

battery 
- MINLP Russia 

Kharrich et al.  

(2021) 

Min (Net Present Cost) AND 

Min (Cost of emitting  

CO2) AND 

Min(Amount de CO2) 

Operational, capacity 

Electricity 

Photovoltaic, wind,  

Diesel generator, battery  
- MINLP Morocco 
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Bouchekara et al. 

(2021) 

Min (Cost of electricity) 

AND 

Min(probability of loss of 

 Power supply) 

Capacity 

Electricity 

Photovoltaic, wind,   

Diesel generator 
- MINLP 

Yanbu – Saudi  

Arabia  

Clarke et al.  

(2021) 
Min(Cost) 

Energy balance, operational,  

capacity 

Electricity, heating, hot  

water, air cooling Photovoltaic, wind, CHP,  

batteries 
Feed in Tariff MILP United Kingdom  

Sidnell 

et al 

(2021a) 

Min(Cost) 
Energy balance, operational,  

capacity 

Electricity, heating, hot  

water, air cooling 
Photovoltaic, wind, CHP,  

Biomass Boiler, absorption  

chillers, gas heater, batteries  

Feed in Tariff, 

Renewable Heat 

Incentive 

MILP United Kingdom 

Sidnell 

et al 

(2021b) 

Min(Cost) 
Energy balance, operational,  

capacityEnergy balance,  

Electricity, heating, hot  

water, air cooling Photovoltaic, biomass boiler,  

CHP, wind 

Feed in Tariff, 

Renewable Heat 

Incentive 

MILP United Kingdom 

Mechleri et al. 

(2022) 
Min(Cost) 

Energy balance, operational,  

capacity 

Electricity, heating 

Photovoltaic, CHP - MILP Greece 
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Most authors adopted cost minimization as the objective function, since cost is a 

determining factor in the feasibility of a project. In addition, some authors (WEBER et 

al., 2006; MASHAYEKH et al., 2018; SACHS, SAWODNY, 2016; KHARRICH et al., 2021) also 

considered the minimization of CO2 emissions, since it is an important aspect to be 

considered when implementing a microgrid at a site. 

Regarding the constraints, usually thermal and electrical energy balances were 

considered. In addition, operational constraints such as interactions with the central 

grid, such as prohibiting the purchase and sale of energy in the same period to the 

central grid, were considered (MEHLERI et al., 2012). Environmental goals were also 

considered as operational constraints in Mashayekh et al. (2018), Sachs and Sawodny 

(2016), Mavromatidis et al. (2018), as well as voltage limits in Atwa et al. (2010) and 

Porkar et al. (2011). Configuration constraints have been presented as limitations in the 

allocation distributed generation units. In Mehleri et al. (2012) this constraint was 

exposed with the CHP unit centralized in a tree network structure. Similar to Omu et al. 

(2013), the capacity constraints were presented as the size, quantity of distributed 

generation units, and maximum and minimum power generation limits. In this way, the 

constraints were defined in order to satisfy the limitations of the site and the resources 

used. 

Given the selection of renewable resources for each location studied, there was a 

predominance of the use of combined heat and power (CHP) systems, also known as 

cogeneration. Zhang et al. (2015) proposed an optimization study in environmental and 

economic terms for different scenarios where several CHP generation technologies are 

considered, among them: Proton Exchange Membrane (PEM); fuel cell; Solid Oxide Fuel 

Cell (SOFC); Stirling Engine (SE); and Internal Combustion Engine (ICE). The results found 

that PEM technology offers lower environmental impact with lower cost. Mashayekh et 

al. (2018) found the benefits of CHP technology by evaluating the optimal configuration 

of distributed renewable resources considering CHP, photovoltaics, and batteries. For 

places with scarce natural resources (solar, wind, tidal) the use of CHP technologies 

becomes a sustainable alternative, since CHP can use resources such as biogas, biomass, 

and even new technologies with low environmental impact such as PEM. 

Regarding the incentive policy, some authors do not mention any incentive policy, 

either because they did not consider it for the country of study or because the country 

in question does not adopt any incentive policy. Although the authors Zhang et al. (2015) 

and Weber and Shah (2011) adopted the case study in the UK, which has the Feed in 

Tariff, they did not consider the policy in modeling the problem. Weber and Shah (2011) 

conclude that the system of renewable energy resources was not economically feasible 

to meet electricity demand. However, when comparing the authors who adopted this 

incentive policy (Clarke et al.,2021; Sidnell et al., 2021a; Sidnell et al., 2021b), the system 

was feasible. Omu et al. (2013) compare the economic and environmental impacts of 
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distributed energy systems with conventional centralized power generation systems, as 

well as analyze whether renewable energy subsidies in the UK increase the economic 

competitiveness of these systems. The authors concluded that the decision to install 

distributed renewable resources is strongly dependent on the regulatory economic 

landscape and building requirements. Furthermore, they exposed that the decision to 

adopt subsidies should be made when evaluating the technology that presents the 

greatest gain in terms of performance and CO2 reduction for each site.  Regarding the 

demand, there is not yet a study in the literature that covers all the demands of the 

residence such as air cooling, hot water, electricity, and gas for cooking. 

Each reference sought to address gaps in the literature ranging from solving 

methods to combine different technologies, referred to as hybrid systems. Weber et al. 

(2006) developed a new method to configure district energy systems by decomposing 

the multi-objective optimization problem analogous to Bender's decomposition which 

is a mathematical technique used to solve extensive linear programming problems. They 

found that the method still needs adjustments to be able to better portray the optimal 

scenario in terms of financial and CO2 emissions. In addition, they did not assume hot 

water and cooling demand. 

Hawkes and Leach (2009) proposed a microgrid techno-economic modeling 

framework that explicitly defines the amount of time the microgrid is expected to 

operate autonomously and restricts the heat flow between the participants of the 

microgrid. The authors found that the deployment of the microgrid is more economically 

feasible than the use of the central grid and boiler. In addition, they noted that the 

microgrid in islanded mode can be more expensive and presents a greater complexity of 

operation than using the microgrid connected to the central grid. However, this analysis 

was conducted without assuming any type of government incentive. 

Atwa et al. (2010) proposed a probabilistic planning technique to determine the 

optimal fuel mix of different types of renewable distributed generation (DG) units in the 

distribution system in order to minimize the annual energy loss. In addition, the 

uncertainties associated with renewable resources as in solar and wind energy were 

considered. The authors found that for all combinations performed of the renewable 

resources there was a significant reduction in energy loss. 

Weber and Shah (2011) presented a tool for district energy system design and 

optimization to find the optimal combination of technologies that will simultaneously 

assist in reducing emissions while ensuring the resilience of the energy supply. The 

authors found that with regard to heat supply, CHP plants combined with heat pumps is 

a cheaper alternative to conventional heat pumps and helps to reduce CO2. However, 

the uncertainties of renewable resources such as wind conditions and energy 

consumption profile, for example, were not considered in the optimization problem. 
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Porkar et al. (2011) proposed a two-stage scheduling for distributed generation (DG) 

allocation: minimizing total costs versus payback time and maximizing total system 

benefits versus lifetime of DG. The authors concluded that DG can be a good option 

when the distribution grid has congestion problem. 

Mehleri et al. (2012) optimized the design of distributed power generation systems 

that satisfy heating and power demand at the level of a small neighborhood by including 

a network of heating ducts in the system to transport thermal energy between 

consumers. Because this network is not considered pre-existing, the problem covers all 

possible configurations. To better define the arrangement of the heating ducts, one 

should add to the model, besides the basic constraints of energy balance and unit 

operations, constraints that consider the design and operation of the network. This can 

be applied as constraints in order to avoid looping in the heat transfer between houses, 

in other words to avoid that heat from being transported in more than one direction at 

the same time. 

Wakui and Yokoyama (2014) included several types of operating constraints of 

residential cogeneration units, such as operating the system with a constant power 

output, operating it using the daily start-stop mechanism, in which the system restarts 

automatically in order to reduce fuel consumption, and continuous operation with a 

minimum power output. The results show that, for the selection of a cogeneration 

power and heat unit, the operating constraints influence the choice more than the 

heat/power generation rate. The use of batteries was not considered in the problem, 

which could have allowed a better analysis of the energy supply capacity of renewable 

resources. 

Wouters et al. (2015) presented a residential trigeneration approach: electricity, 

heat, and chilled water. In addition, feedback-free loop approaches were adopted. This 

allows each household to only receive or send heat to or from the heating and cooling 

grids and the operation of the microgrid. The authors demonstrated that the 

photovoltaic units provide a source of income when the Feed in Tariff policy is available. 

Furthermore, they found that variability in solar irradiance does not significantly impact 

the design of the microgrid. 

Zhang et al. (2015) quantified and evaluated the environmental performance of a 

process for its entire life cycle with multi-objective modeling on economic and 

environmental metrics to design the optimal configuration of a microgrid. They 

observed that installing multiple CHP technologies provided a lower environmental 

impact at a lower cost compared to the scenario where only one technology was 

installed. However, interactions with the central power grid such as selling the excess 

power generated was not considered, neither variations in resource efficiency or 

adoption of renewable resources such as photovoltaics, wind for example. 
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Nasir and Mutale (2016) proposed a remote microgrid, which is not connected to 

the central energy grid, and use biogas to meet the gas demand for cooking food. The 

results showed that the proposed microgrid can meet the demand of remote rural 

communities. However, some limitations were observed in the model such as lack of 

energy sharing between the houses of the microgrid, the sizing of the technologies 

considering the demand behavior for each house. In addition, biogas was not used to 

meet other demands such as hot water, for example.  

Gabrielli et al. (2017) proposed new methodologies to simplify the optimization 

problem in multi-energy systems with seasonal energy storage, which typically involve 

a large number of decision variables. The proposed techniques allow for a one-year time 

horizon with hourly resolution, which are validated using a computationally efficient 

system that does not rely on design days. However, the impact of the chosen time 

horizon method on the energy sharing interaction among the houses in the microgrid is 

not analyzed. In addition, the authors use the time-dependent efficiency profile of the 

PV panel to predict the best system sizing. The results show that the proposed 

approaches correctly size the energy storage and simplify the optimization problem, 

while achieving good agreement with full-scale optimization. 

Mashayekh et al. (2018) proposed a configuration approach that determines the 

optimal combination, size, location, and dispatch of distributed fossil fuel-based and 

renewable energy resources in microgrids, i.e., the scheduling/planning of generation 

and energy availability. The authors observed that, when considering power supply 

security constraints, the adoption of renewable resources presented disadvantages due 

to generation variability and inability to increase generation after a system contingency. 

However, when evaluating economic and environmental aspects, the adoption of 

renewable resources would be advantageous.   

Schütz et al. (2018) presented and analyzed a new method for solving the problem 

of optimizing the design, sizing, and operation of distributed power systems iteratively 

without having to change/simplify the original model. The method showed a significant 

improvement in the scalability of the model providing the adoption of larger amounts 

of energy resources. 

Mavromatidis et al. (2018) proposed a two-stage stochastic model (design and 

operation decision) considering uncertainties in the parameters: energy carrier prices, 

emission factors, building heating and electricity demand, incoming solar irradiation 

patterns. After a comparison between deterministic and stochastic scenarios, a large 

deviation in costs, configuration and operation of the DER was observed. This showed 

the shortfalls of the deterministic DER model design. 

Mohammed et al. (2019) proposed the application of particle swarm technique for 

optimization to reduce the computation time in hybrid renewable energy system 
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optimization problems (wind, tidal, photovoltaic and battery). The results showed that 

for the case study the optimal solution would be the adoption of wind turbines and 

battery. This is due to variables such as climatic conditions, constraints, demand profiles 

and costs adopted at the study site. 

Zatti et al. (2019) proposed a Mixed Linear Program clustering model, k-MILP, to 

optimize the design of multi-energy systems. This model considers the operation 

strategy and the part-load behavior of the units in the optimization process and 

formulates it as a two-step problem. The k-MILP model allows the selection of 

representative and extreme periods for the optimization process and provides the 

flexibility to control the characteristics of the selected periods and set a maximum 

tolerance for deviation. The model has been tested on two different multi-energy 

systems and compared with other well-known clustering techniques, with results 

showing that k-MILP leads to a better representation of typical and extreme operating 

conditions, resulting in more efficient and reliable designs. However, it is worth 

mentioning that the work did not consider the residential energy profile and did not take 

into account the energy distribution between houses in the microgrid and the 

connection of the microgrid to the central grid, as well as seasonal variations in the 

energy profiles used in the application of the clustering method. 

Pereira et al. (2019) presented the evaluation of the energy complementarity 

characteristics of photovoltaic, wind and tidal sources. It was observed that the problem 

of variability of sources can be solved when complementary sources are used in the 

system. For the case study presented, the best scenario was the use of photovoltaic 

energy together with wind energy. 

De Mel et al. (2020) analyzed the impacts of uncertainties in electricity demand, 

heating demand, and solar irradiation on the total daily operating cost of distributed 

energy systems. The authors observed that heat demand has the greatest influence on 

the variation in total daily operating cost. 

Recalde and Alvarez-Alvarado (2020) used an integrated reliability assessment based 

on the system state within the optimization method by means of probabilistic models 

as well as time-dependent models for each distributed renewable resource for central 

grid power supply and load demands. The results showed a tradeoff between cost, 

reliability and system losses for all optimal scenarios. Moreover, the best scenario 

considering higher performance at lower cost was the adoption of photovoltaic and 

wind power. 

Teichgraeber et al. (2020) addressed the challenge of incorporating extreme events, 

such as peaks, in time-series clustering used in energy system optimization. Clustering 

methods typically remove such events, which can lead to suboptimal and unreliable 

system designs. The authors present a decision framework to include extreme events in 
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a set of representative periods and introduce a method to find extreme periods based 

on the slack variables of the optimization problem. The proposed method is evaluated 

on a residential energy supply system and benchmarked against other methods from 

the literature. The results show that using extreme periods improves the accuracy of the 

optimization results by up to 75%, depending on system constraints, compared to 

clustering only. This improvement reduces system cost and enhances system reliability. 

Karamov et al. (2021) have developed a method for optimizing the structure and 

installed capacity of isolated power systems in specially protected areas such as Lake 

Baikal. The method is demonstrated by using a real tourist base as an example and 

involves forming a unified model of isolated power systems, taking into account the 

specific requirements and restrictions set by environmental laws and regulations. 

Mathematical models and control algorithms were selected based on the specifics of 

the problem and climate indicators. The nonlinear integral Volterra equation was used 

to optimize the charging and discharging processes of the storage batteries, taking into 

account their nonlinear dependence on efficiency. In addition, an equation that 

considers the efficiency as time dependent for the operation of the photovoltaic panel 

was considered. The results showed that the optimal solution involves the use of solar 

panels and storage batteries. 

Kharrich et al. (2021) compared three algorithms (MOPSO: Multiple Objective 

Particle Swarm Optimization, PESA II: Pareto Swarm Optimization and SPEA2: Strength 

Pareto Evolutionary Algorithm) to optimize multi-objective hybrid renewable energy 

system (photovoltaic, wind, diesel generator and battery) based on Six Sigma tool in 

order to measure and evaluate the robustness of the method. The multi-objective 

problem was used to analyze the Net Present Cost, penalty cost of emission and CO2 

emissons. The authors found that in terms of robustness and reliability the best method 

was SPEA2. Furthermore, the microgrid studied presented a good cost-benefit ratio and 

proved to be able to guarantee power availability 98% of the time. 

Bouchekara et al. (2021) presented a new approach of using decomposition-based 

multi-objective evolutionary algorithm to optimally design the system considering load 

uncertainty. The optimization problem considers a Loss of Power Supply Probability 

(LPSP) and Cost of Electricity (COE) as objective functions. The results showed that the 

proposed method, which is the combination of four decomposition methods, performs 

better than adopting each of the methods individually.    

Clarke et al. (2021) proposed a microgrid, in which, each house can generate thermal 

energy and store this energy in a tank located in another house. The biomass boiler is 

used to meet both hot water and space heating demands. In this system a lower 

environmental impact was observed due to the use of renewable sources at a lower 

cost. 
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Sidnell et al. (2021a) presented the optimization of a distributed renewable resource 

system with a larger number of technologies and energy demand options compared to 

similar work found in the literature. In addition, they included more than one 

government incentive option in the model. The authors also found that the distributed 

renewable resource system can produce cheaper energy than centralized generation. In 

addition, they demonstrated that renewable energy incentives such as the Feed in Tariff 

policy and Renewable Heat Incentives can make DERs even more cost-effective. They 

also found that the greater the number of homes in the system, the lower the average 

number of units needed to be installed per home, due to the possibility of sharing energy 

between homes. However, the effect of uncertainties and variations in renewable 

sources was not considered. 

Sidnell et al. (2021b) presented a framework for identifying variable prices for 

distributed energy resources to control the electricity that is imported from, exported 

to, or exported into systems. The authors found that grids that produce most of the 

energy needed for their consumption and import little from the central grid are not 

greatly affected with dynamic import prices. However, these have a greater incentive to 

sell surplus energy at dynamic export prices. 

Mechleri et al. (2022) proposed a new approach to find the optimal configuration of 

a microgrid based on Model Predictive Control (MPC). The results showed that there are 

benefits to installing the microgrid connected to the central power grid, as well as the 

use of electrical energy storage. However, the model did not consider the variation in 

the efficiency of renewable resources, as well as the state of charge for storage systems. 

Table 13 expresses the problem size of each reference, along with the amount of 

single equations, single variables and discrete variables, and the computational 

performance in terms of CPU time. According to the GAMS directory, the term SINGLE 

indicates the number of individual rows and columns in the problem generated (GAMS, 

2023). For some authors (ATWA et al., 2010; WEBER and SHAH, 2011; PORKAR et al., 

2011; OMU et al., 2013; RECALDE and ALVAREZ-ALVARADO, 2020) the problem 

dimension was considered in terms of IEEE bus system, which consists of a 

representation of the generators, loads and power line parameters standardized by the 

Institute of Electrical and Electronics Engineers - IEEE (TIWARI et al., 2018). Each bus in 

this system can be represented as a load point, so to standardize the discussion of the 

Table 13 under study each bus was considered equivalent to a residence. 

In addition, some authors such as Hawkes and Leach (2009) and Zhang et al. (2015), 

considered the study of different microgrids in order to compare the behavior of each 

demand. Hawkes and Leach (2009) considered the study of a microgrid with three 

different facilities: hospital, hotel and residence and found that in these scenarios the 

use of a microgrid is positive due to the gain in terms of reliability in energy supply and 

lower emissions of pollutant gases into the atmosphere. Zatti et al. (2019) considered a 
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university campus and a singles university building. Some authors (Mohammed et al., 

2019; Pereira et al., 2019; Kharrich et al., 2021) did not specify the number of houses or 

establishments adopted in the microgrid under study, only the total amount of the 

microgrid load was presented. In addition to the number of facilities considered in the 

microgrid, the number of discrete and continuous variables as well as the number of 

equations adopted in the problem indicates the computational effort demanded to find 

the optimal solution. Comparing the work of Clarke et al. (2021) and Sidnell et al. 

(2021a), even considering the same number of facilities, the increase of 5% in the 

number of variables demands approximately 1190% more time to solve the problem. 

This infers that simplifications in the mathematical models can significantly impact the 

reduction in problem solving time due to less computational effort.  

Table 13 - Size and computational performance of optimization problems. 

REFERENCE DIMENSION 
SINGLE 

EQUATIONS 

SINGLE 

VARIABLES 

DISCRETE 

VARIABLES 

CPU 

TIME (s) 

Weber et al.  

(2006)  
12 houses NS NS NS NS 

Hawkes, Leach 

(2009) 
3 installations NS NS NS NS 

Atwa et al.  

(2010) 
41 houses NS NS NS NS 

Weber e Shah  

(2011) 
35 installations NS NS NS NS 

Porkar et al. 

(2011) 
30 houses NS NS NS NS 

Mehleri et al. 

(2012) 
5,10,20 houses NS NS NS 1,275 

Omu et al. 

(2013) 
6 installations NS NS NS NS 

Wakui,Yokoyama 

(2014) 
1 house 18,900 13,120 3,847 NS 

Wouters et al. 

(2015) 
5 houses 31,421 23,553 3,686 63.399 

Zhang et al.  

(2015) 
5 installations NS NS NS NS 

Nasir and Mutale  

(2016) 
100 houses NS NS NS NS 

Gabrielli et al. (2017) NS NS NS NS NS 

Mashayekh et al. 

(2018) 
19 houses NS NS NS NS 

Schütz et al.  

(2018) 
136 installations 2,051,067 1,184,067 157,896 NS 
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When the problems address the electrical aspect of the DRG system, considering the 

variability in the behavior of energy sources, as well as uncertainties in the process make 

the problem more complex. Most of these problems are represented by nonlinear 

equations, with quadratic and exponential constraints. Therefore, a Mixed Integer 

Nonlinear Programming (MINLP) results, as was observed by some authors cited in Table 

12 (Atwa et al., 2010; Sachs, Sawodny, 2016; Pereira et al., 2019; Recalde Alvarez-

Alvarado, 2020; Weber et al., 2006; Porkar et al., 2011, Mohammed et al., 2019, Kharrich 

et al., 2021, Bouchekara et al., 2021).  

On the other hand, problems that are restricted to the sizing of renewable resources 

and their allocation within the microgrid without taking into account electrical aspects 

and uncertainties, can be defined in terms of linear equations and constraints. Thus, a 

Mavromatidis et al. 

(2018) 
10 installations NS NS NS NS 

Mohammed et al. 

(2019) 
NS NS NS NS NS 

Zatti et al. (2019) 2 installations NS NS NS NS 

Pereira et al.  

(2019) 
NS NS NS NS NS 

De Mel et al. (2020) 9 houses 135 171 NS 56,520 

Recalde and Alvarez- 

Alvarado (2020) 
37 houses NS NS NS NS 

Teichgraeber et al. 

(2020) 
1 house NS NS NS NS 

Karamov et al. (2021) 75 people NS NS NS NS 

Kharrich et al.  

(2021) 
NS NS NS NS NS 

Bouchekara 

 et al.(2021) 
5,10 houses NS NS NS NS 

Clarke et al.  

(2021) 
20 houses 85,160 169,882 1,500 396,390.66 

Sidnel et al. 

(2021a) 
20 houses 85,945 161,166 1,501 33,209.77 

Sidnell et 

al. (2021b) 
5 houses NS NS NS NS 

Mechleri et al. 

(2022) 
10 houses NS NS NS NS 

NS: Not Specified 
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mixed integer linear programming (MILP) results, as Mehleri et al. (2012) and other 

authors (HAWKES, LEACH, 2009; WEBER and SHAH, 2011; OMU et al., 2013; WAKUI, 

YOKAYAMA, 2014; SECCHI, 2015). Consequently, problems of this type will present a 

lower computational effort due to further simplification of the model.  

Tan et al. (2013) conducted a survey of the most popular optimization methods for 

determining the best configuration of a microgrid system, as illustrated in Figure 36. 

Among them there are conventional methods (analytical methods, optimal power flow, 

SNOPT, BARON, etc.), Artificial Intelligence (AI) techniques, and hybrid intelligent 

systems, as Table 14 summarizes. 

 

 

 Figure 36 - Optimization techniques used to define the best configuration for 
distributed generation systems. Source: Adapted from Tan et al. (2013). 

Regarding conventional methods, the 2/3 rule is usually used for problems that 

seek the proper location of shunt capacitors, responsible for improving the power factor 

of distributed systems (WILLIS, 2000). The analytical methods are commonly used when 

the objective is to reduce power loss and improve voltage profiles by finding the optimal 
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allocation and sizing for the system (ACHARYA et al., 2006). The optimal power flow 

method is used when one wants to determine the best operating levels of an electrical 

system to meet a given electrical demand (VOVOS et al., 2005).  

SNOPT and BARON are powerful solvers for MINLP problems, which join 

continuous and integer variables and NL objective functions and/or constraints. Such 

solvers are available in GAMS software, which is a high-level modeling system for 

mathematical programming and optimization (EL- KHATTAM et al., 2005). 

 AI methods are commonly used for energy loss minimization problems (BORGES, 

FALCAO, 2006). The Evolutionary Algorithm is based on biological evolution concepts, 

and for an optimization problem the variables are manipulated following such concepts 

until a solution to the problem is found. This was used as the solving method for the 

problems proposed by Bouchekara et al. (2021), for instance, expressed in Table 12.  

Simulated annealing is a probabilistic local search technique and can be used in 

distributed power system optimization problems (SUTTHIBUN, BHASAPUTRA, 2010). 

Differential Evolution is an algorithm based on natural selection and population 

genetics. The optimization problem is solved by sampling the objective function at 

several randomly chosen starting points. This can be used for multi-objective problems 

with technical and economic aspects to optimize a microgrid (GUNDA, KHAN, 2011). 

Particle swarm optimization is also a technique based on patterns in nature that, 

through an iterative method, tends to search for the optimal point. This method was 

used by Mohammed et al. (2019) and Kharrich et al. (2021) expressed in Table 12. The 

fuzzy system is a mathematical system that uses fuzzy control and logic (LALITHA et al., 

2010).  

Tabu Search is a combinatorial optimization algorithm. The Ant Colony Algorithm 

involves a fork path-finding problem, it is based on the foraging behavior of ants. The 

Artificial Bee Colony algorithm is based on the foraging behavior of the bee swarm. It 

can be applied to microgrid optimization problems, in order to find the optimal scenario 

that reduces losses and increases feed line capacity (ABU-MOUTI, EL-HAWARY, 2011). 

The Cuckoo Search Algorithm is based on the parasitic behavior of the Cuckoo bird that 

lays its eggs in other birds' nests. This type of algorithm can also be used to improve the 

voltage profile (MORAVEJ, AKHLAGHI, 2013). The Firefly Algorithm is inspired by the 

ability of fireflies to blink. This algorithm can be applied to optimize the configuration of 

distributed power resources, minimizing in addition to power loss, the line load and 

improving voltage profiles (SULLAIMAN et al., 2012). The Imperialist Competitive 

Algorithm is used to solve optimization problems and can be used to optimize 

microgrids, considering technical aspects of capacity and system allocation (SOROUDI, 

EHSAN, 2012). 

Hybrid Intelligent System techniques are a combination of AI algorithms in order 

to improve their results. In microgrid optimization problems they can solve multi-
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objective functions with economic and technical aspects in order to find the best system 

configuration (HARRISON et al., 2007). 

According to TAN et al. (2013) the advantages and disadvantages of each method 

for distributed renewable generation (DRG) are those expressed in Table 14. Each 

methodology has its own characteristics, advantages and disadvantages depending on 

the gains to be achieved and the complexity of the system. In the table, all the genetic 

algorithms are encompassed in the Hybrid intelligent system.  

 

Table 14 - Advantages and disadvantages of DRG placement methods. Source: Tan et al. (2013) 
 DRG placement 

method 
Advantages Disadvantages 

C
o

n
ve

n
ti

o
n

al
 

2/3 Rule Simple and easy to use 
approximate technique 

Not suitable applied directly to non-
uniform load network systems 

Analytical Method Easy to implement, high 
precision factor, 
computational time 
efficiency 

Few literature examples, lacks 
robustness, only can consider single 
objective and single DRG at a time 

Optimal Power Flow Easy to find literature 
examples, high precision 
factor, computational time 
efficiency 

Problem formulated in “closed” 
manner, hard to include different 
aspect into calculation 

Mixed Integer 
Nonlinear 

Programming 

High precision factor, 
computational time 
efficiency 

Hard to implement and understand 

A
rt

if
ic

ia
l I

n
te

lig
en

ce
 

Evolutionary 
Algorithm 

Efficient performance for 
finding the global optimum, 
easy to find literature 
examples 

Relatively harder to code, premature 
convergence possibility of trapping 
into local optima, lower precision 
factor 

Simulated Annealing Ease of implementation, 
ability to provide reasonably 
good solutions for many 
combinatorial problems, 
robustness 

Relatively lower performance for 
finding the global optimum, fewer 
literature examples 

Fuzzy System Easy to understand and 
suitable to model 
uncertainties for better 
compromised solution 

Fewer literature examples 

Tabu Search Efficient performance for 
achieve an optimal or sub 
optimal solution, capable to 
escape from local minimum 

Relatively harder to code due to 
many parameters to be tuned, lower 
precision factor 

Ant Colony Search Easy to understand and code Probability distribution changes by 
iteration, uncertain time to 
convergence, few literature 
examples 
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Artificial Bee Colony 
Algorithm 

Capable of handling complex 
optimization problems, easy 
to code  

Few literature examples 

Cuckoo Search Easy to code, less parameters 
setting  

Slow convergence, fewer literature 
examples 

Firefly Algorithm Easy to understand and code Slow convergence, fewer literature 
examples 

Imperialist 
Competition 

Algorithm 

Capable of handling complex 
optimization problems 

Relatively harder to code due to 
many parameters to be tuned, fewer 
literature examples 

H
yb

ri
d

 

Hybrid Intelligent 
System 

Efficient performance for 
finding the global optimum 
capable of handling complex 
optimization problems 

Relatively harder to code, fewer 
literature examples 

 

Therefore, the choice between a deterministic and a stochastic method for microgrid 

optimization may depend on several factors, including: 

 Knowledge of the system: A deterministic method is more suitable when there 

is a high level of knowledge about the system and its variables, while a stochastic 

method is more suitable when there is uncertainty about these variables. 

 Complexity: A deterministic method is generally less complex, while a stochastic 

method can be more complex due to the need to model and simulate 

uncertainty. 

 Processing Time: A deterministic method generally requires less processing time, 

while a stochastic method may require more time due to the need to simulate 

multiple scenarios. 

 Objective: If the objective is to obtain the best possible, or optimal, result with 

known information, the deterministic method is the best choice. Otherwise, a 

stochastic method may be more appropriate to evaluate the robustness of the 

solution against uncertainties. 

II.8. Conclusions 

This chapter presents the incentive policies in Brazil and in the world for the 

adoption of distributed generation, as well as the reason for proposing policies of this 

type as a result of international sustainability meetings and protocols. In addition, the 

main renewable energy sources were explained and a review of the state-of-the-art on 

modeling studies for the optimal configuration of microgrids was presented. The main 

conclusions of the chapter are: 

 The adoption of distributed generation from renewable sources is still 

understated in Brazil compared to centralized generation and in other 

countries around the world. This can be attributed to regulatory challenges 
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and high acquisition costs of distributed renewable resources. For the use of 

the high energy potential that Brazil has, public policies and projects that aim 

to further encourage the installation of microgrids in the country should be 

feasible. 

 The review of the state-of-the-art on microgrid configuration optimization 

modeling showed the effectiveness of using distributed energy resources to 

reduce GHG emissions and the technical and economic feasibility of these 

resources. 

 At present, there is a lack of literature addressing how the time-dependent 

efficiency profile of renewable resources impacts energy sharing behavior in 

microgrids. Additionally, there is a need for more in-depth analysis to 

understand the differences between adopting the time-dependent efficiency 

profile versus not considering it in microgrid scenarios. 

 Techniques for systematic time period determination have not yet been 

consistently analyzed in how it affects microgrids with different number of 

houses, as well as the allocation and sizing of renewable resources in these 

systems. 

 Biogas has great potential as a renewable energy source to meet energy 

demands, but its underutilization in Brazil and globally, and limited research 

into optimal microgrid configurations pose a challenge. Furthermore, the 

potential use of biogas to meet hot water demands remains unexplored. 

Moreover, there has been a lack of literature on the complete biogas 

production process that considers the specificities and limitations in meeting 

all microgrid requirements. 

 Studies that analyze the influence of demand behavior on the sizing of a 

microgrid have not yet been portrayed in the literature. 

 There is a lack in the literature of modeling that addresses specific energy 

demand such as heating for food and the best allocation of sources at a 

community level considering their environmental impact in Brazil. 

 The adoption of other policies to encourage renewable energy in Brazil can 

enable the increase of distributed generation in the country and the use of 

potential renewable sources. 

In the next chapter, the optimization problem for designing a microgrid will be 

formulated in order to address some of the gaps found in the literature. In addition, 

several scenarios will be analyzed in order to verify the applicability of the proposed 

model. 
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 CHAPTER III- Formulation of the 
Optimization Problem 

___________________________________ 

III.1. Introduction 

The state-of-the-art review exposed in the previous chapter raised some points that 

have been either hardly explored in the literature or not yet addressed. The model 

formulation proposed in the present work sought to address some of these gaps in the 

literature, more specifically, the following points: 

 Adopt the clustering procedure for systematic time period determination 

in the model, considering seasonal and hourly distributions in order to 

determine the impact on the design of the microgrid; 

 Consider time-dependent profile for efficiencies of renewable resources 

that are subject to weather conditions, such as photovoltaic panels, solar 

collectors, and wind turbines in order to determine the impact on the 

design of the microgrid; 

 Given the potential of biogas as a renewable energy source to meet energy 

demands, its underutilization both in Brazil and globally, and the limited 

research into optimal microgrid configurations, there is a need to 

investigate the feasibility of implementing biogas in microgrids. Such an 

investigation could help identifying the best configuration for a microgrid 

(e.g. to determine the amount of organic material needed to meet the gas 

demand for cooking food, heating water and generating electricity), and 

thus help promote the use of this renewable energy source; 

 Select the best renewable energy incentive policy among the main and 

well consolidated ones currently adopted in the market for self-

consumption generation, namely Feed in Tariff, Net Metering for electric 

energy; 

 Consider eleven (11) differents technologies to meet the demand for 

electricity, air cooling, food heating, and water heating. 

This chapter aims to present the definition of the optimization problem that will be 

solved, as well as its modeling. To do this, first the entire system configuration will be 

detailed, with its respective resources used. Next, the methods for dividing the time 
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periods of the problem are presented. Finally, the equations (objective function and 

constraints) involved in the model will be presented.  

III.2. Problem Definition  

 The model considers the demands for electricity, hot water, cooking gas and 

cooling air in each household and aims to find the best combination of distributed 

renewable resources as well as their sizing for a set of houses. As a way to illustrate the 

problem, Figure 37 represents a case study with 3 houses, although the proposed model 

can be applied to a greater number of houses. The technologies that can be installed in 

the system are listed in Table 15, along with the legend of the symbols and connections 

expressed in Figure 37. The sharing of hot water between the houses is illustrated with 

the blue line, the sharing of electricity between the houses is illustrated with the black 

line, and the transfer of biogas from the biodigester to the houses is illustrated by the 

yellow line. 

The electricity demand can be met by wind, photovoltaic, biogas, or purchased 

from the central grid. The electricity generated from renewable resources can be used 

for self-consumption, transferred to another household, fed into the central grid or 

stored in electric batteries. 

 
Figure 37 – General sketch of all technologies considered in the microgrid. 
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Table 15 – Technologies adopted in the optimization problem. 

Tecnology Abbreviation Symbol Demand Connection 

Photovoltaic panel PV 
 

Electricity 
 

Wind Turbine WT 
 

Biogas generator BG 
 

Battery BT 
 

Electric Shower ES 
 

Hot water 
 

Gas Heater GH 
 

Biogas Heater BH 
 

Solar 

Collector/Thermal 

Storage 

SC/TS 
 

Biodigester BD 
 

Gas for cooking, 

hot water, 

electricity 
 

Air conditioning AC 
 

Cooling air not connected 

To meet the hot water demand of the houses, an electric shower, biogas heater, 

solar collector or gas heater can be installed. The combination of installing these 

technologies in each house will be discussed in the constraints section. Because the 

electric shower, biogas heater and gas heater generate hot water at the moment of 

consumption, the storage of thermal energy by these technologies is not necessary. On 

the other hand, the solar collector depends on the solar irradiation and this in turn varies 

throughout the day; therefore, storage of hot water must be considered. The hot water 

supply is exemplified in Figure 38. Hot water can be transferred to another house to 

supply microgrid demand or used for self-consumption. The installation of an electric 

shower at home limits the usage to this particular technology, owing to its distinct 

operational needs. However, a biogas or gas heater can be used alongside a solar 

collector. The solar collector has the added advantage of storing hot water, which can 

also be shared with other houses in the micro-grid once the demand of the original 

house has been met. 
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Figure 38 - Operation scheme for hot water generation in each residence. 

The demand for cooking gas can be supplied by natural gas from the network or 

by biogas produced in a biodigester. Due to space limitations and in order to avoid 

unpleasant odors when installed inside the residences, the installation of a central 

biodigester was considered to serve the group of houses, which may or may not be 

installed in the micro-grid. This biodigester is connected to all the houses for the 

collection of organic material. However, the connection for the transportation of biogas 

between the biodigester and the residence is according to the demand of each 

residence. In addition, there is the possibility of purchasing extra organic material for 

use in the biodigester. 

III.3. Splitting the Time Horizon 

The microgrid is operated with an annual time horizon, considering months, days 

and hours of operation, as expressed in Figure 39. In order to characterize the 

consumption profile and keep the complexity of the model reasonable, and since each 

technology operates at distinct times, the year is divided into seasons, which 

comprehends a number of months (m). In each season, the months have a certain 

number of days, calculated by the average number of days in each month that makes 

up the season. The day, as far as it is concerned, is divided into periods of hours (p). 

Figure 40 illustrates the time horizon spliting. 
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Figure 39 - The annual time horizon for operating the microgrid 

 

Figure 40 - The time horizon for operating the microgrid divided into seasons(m) and 

periods (p) 

The electricity load data is illustrated in Figure 41 without time division. Periods 

in different months overlap, making it difficult to characterize the system. In the present 

work, two methods are proposed to split the time horizon: an empirical method and the 

clustering method. The electricity generation is responsible for the largest energy 

contribution in the system, in detriment of hot water, cooking gas and air cooling. In 

order to better characterize the time horizon, data on solar irradiation and wind speed 

were used since these data are essential to determine solar and wind power generation, 

respectively. In addition, the electricity load data and the price of electricity was 

considered, as it varies during the day. 

This approach differs from the literature on the following points: 

 Two-step clustering method for time horizon division: The proposed clustering 

method for energy system optimization involves a two-step process, where the first 

step partitions seasons and the second step identifies hourly periods. This approach 

aims to improve design accuracy and characterization of the system. 

 Microgrid configuration: The proposed analysis also takes into account the overall 

system configuration. This includes an analysis of how the time period splitting 

clustering method impacts the capacity of the renewable energy sources, the 

energy storage capacity, and the layout of the microgrid. 
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Figure 41 - Profile of the electricity demand before time division. 

 

III.3.1. Empirical Method 

The empirical method is based on system observation and manual selection. To 

determine each period, the temporal profiles of electric demand, electric energy prices 

and environmental data (wind speed and solar irradiation) are analyzed. The months 

belonging to a season were set according to the behavior of the environmental data. To 

set the number of days in a month of each season, the average of days in the months 

that make up the season was taken. The day was divided into periods of hours by 

identifying similar behavior in the electricity prices and demand profiles. 

This method presents some limitations. As the analysis is done manually based 

on profiles visualization, some pattern that would impact the results might be 

overlooked, especially when analyzing more than two graphs simultaneously. In 

addition, because the method also depends on the previous knowledge of the evaluator 

on the region under study, the determination of the time periods may vary from 

evaluator to evaluator, resulting in poor repeatability and reproduction of results.  To 

avoid these drawbacks, a systematic computational method, the clustering method, was 

used.  

III.3.2. Clustering Method 

The clustering method is proposed as a systematic tool to define the time periods 

discretization in the model. It identifies, using computational tools, patterns in the data 

series, in which there is a grouping of data that resemble each other into a cluster. Among 
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the several techniques available for clustering, the most widely used is the K-means 

method (YSE, 2019). 

The K-means method assigns a centroid to each cluster that corresponds to the 

arithmetic mean of the data points. The algorithm then works iteratively so that each 

point is closer to the centroid of its cluster than to the other clusters, in order to minimize 

the intra-cluster distance in each interaction. The number of clusters is given by the user 

and then the arrangement of the data into that number of clusters is done (YSE, 2019). 

Figure 42 shows what happens after K-means is applied to a data set. The data that was 

part of a single set is separated and grouped into small sets, according to the similarity 

between them. 

 

Figure 42- K-means method to cluster the data set. Source: Sharma (2022). 

To define the best cluster number in the dataset, the Elbow method is usually 

used. This approach tests different numbers of clusters by measuring the resulting 

squared sum of the distance between the centroid and each cluster member, where the 

centroid is the center of a given cluster. The optimal cluster number is the "elbow point", 

i.e., the point where the sum of squared distance decreases asymptotically with the 

number of clusters, as illustrated in Figure 43. For a cluster number greater than 3, as 

represented in the Figure 43, the gradient of the sum of the squared distance is nearly 

zero; therefore, that point is chosen as the best cluster number for this data set. 
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Figure 43 - Exemplification of the elbow method. Sourse: Yse (2019). 

The algorithm in Figure 44 was used to divide the time horizon into seasons and 

periods. As the model was constituted in terms of months and hours, two clustering 

processes were performed, the first for the classification of months and the second for 

the hours of the day. Because the original data series is represented in different 

dimensions and units (electricity demand, environmental data and prices), the data was 

normalized. The optimal number of clusters was also adjusted considering that the time 

periods are consecutive, for example, period p1 corresponds to 00:00 to 12:00, period 

p3 corresponds to 12:00 to 18:00, and period p3 corresponds to 18:00 to 00:00. In 

addition, considering that the electric power taxation of the central grid varies 

throughout the day and, therefore, can influence the behavior and cost of the system, 

the hourly energy tariff data were included to define the time period for the model. 
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Figure 44 – Algorithm for the clustering process to split the time horizon. 

The k-means technique was implemented in the Python language and developed 

using the pandas, numpy and matplotlib libraries (ROSSUM, DRAKE JR., 1995). The 

pandas library is mainly used for data manipulation and analysis and was used to read 

the data. The numpy library supports the processing of multi-dimensional arrangements 

and matrices which was used to apply the method and process more than two variables 

at the same time. The matplotlib library is used for data visualization and graph 

generation. The code used to define the time periods for each scenario for the case study 

are presented in Appendix B. 
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III.4. Optimization problem formulation 

This section presents the objective function, detailing all its terms, followed by the 

energy balances for all demands (electricity, cooling air, hot water, cooking gas). Finally, 

the operational, design and capacity constraints for each technology used are described. 

The overview of variables and parameters can be found in Appendix E.  

III.4.1. Objective Function 

 The objective function to be minimized is given by the total annual investment and 

annual operation cost, adapted from Sidnell et al. (2021a)  (R$): 

𝐶𝑇𝑂𝑇𝐴𝐿 = 𝐶𝐼𝑁𝑉 + 𝐶𝑂𝑀 + 𝐶𝐵𝑈𝑌
𝐺𝑅𝐼𝐷 + 𝐶𝑁𝐺 + 𝐶𝐸𝑁𝑉 − 𝑁𝐸𝑀 − 𝐹𝐼𝑇 (1) 

where 𝐶𝐼𝑁𝑉 is the total investment, 𝐶𝑂𝑀 is the operating and maintenance cost, 𝐶𝐵𝑈𝑌
𝐺𝑅𝐼𝐷 is 

the total cost of electricity purchased from the grid, 𝐶𝑁𝐺  is the cost to purchase natural 

gas from the grid, 𝐶𝐸𝑁𝑉 is the the environmental costs, 𝑁𝐸𝑀 is the credit revenue 

obtained by using the Net Metering policy, 𝐹𝐼𝑇 is the amount received for adopting Feed 

in Tariff. 

a. Investment 

 The investment is the sum of all the capital costs invested to acquire each technology: 

𝐶𝐼𝑁𝑉 =  𝐶𝐼𝑁𝑉 
𝑃𝑉 + 𝐶𝐼𝑁𝑉

𝐵𝐺 + 𝐶𝐼𝑁𝑉 
𝑊𝑇 +  𝐶𝐼𝑁𝑉 

𝐵𝐷 + 𝐶𝐼𝑁𝑉 
𝑃𝑃𝐵𝐷 + 𝐶𝐼𝑁𝑉 

𝐵𝑇 + 𝐶𝐼𝑁𝑉 
𝑀𝐺 +

𝐶𝐼𝑁𝑉 
𝐸𝐿 +  𝐶𝐼𝑁𝑉 

𝑃𝑃 + 𝐶𝐼𝑁𝑉 
𝑆𝐶 + 𝐶𝐼𝑁𝑉 

𝑇𝑆 +  𝐶𝐼𝑁𝑉 
𝐺𝐻 + 𝐶𝐼𝑁𝑉 

𝐵𝐻 + 𝐶𝐼𝑁𝑉 
𝐸𝑆 + 𝐶𝐼𝑁𝑉 

𝐴𝐶   
(2) 

where 𝐶𝐼𝑁𝑉 
𝑃𝑉  is the investment cost of photovoltaic panel (R$), 𝐶𝐼𝑁𝑉

𝐵𝐺  the investment cost 

of biogas electric generator (R$),  𝐶𝐼𝑁𝑉 
𝑊𝑇  the investment cost of wind turbine (R$),  𝐶𝐼𝑁𝑉 

𝐵𝐷  

the investment cost of biodigester (R$), 𝐶𝐼𝑁𝑉 
𝑃𝑃𝐵𝐷 the investment cost of biodigester 

pipeline (R$), 𝐶𝐼𝑁𝑉 
𝐵𝑇  the investment cost of battery (R$), 𝐶𝐼𝑁𝑉 

𝑀𝐺  the investment cost of 

microgrid (R$), 𝐶𝐼𝑁𝑉 
𝐸𝐿  the investment cost of electricity line (R$), 𝐶𝐼𝑁𝑉 

𝑃𝑃  the investment cost 

of hot water pipeline (R$), 𝐶𝐼𝑁𝑉 
𝑆𝐶  the investment cost of solar collector (R$), 𝐶𝐼𝑁𝑉 

𝑇𝑆  the 

investment cost of thermal storage (R$), 𝐶𝐼𝑁𝑉 
𝐺𝐻  the investment cost of gas heater (R$),  

𝐶𝐼𝑁𝑉 
𝐵𝐻  the investment cost of biogas heater (R$), 𝐶𝐼𝑁𝑉 

𝐸𝑆  the investment cost of electric 

shower (R$),  𝐶𝐼𝑁𝑉 
𝐴𝐶  the investment cost of air conditioning (R$). The total investment per 

each technology is given in the following paragraphs. 

 The Capital Recovery Factor (𝐶𝑅𝐹)  is a financial measurement utilized to calculate the 

yearly installment required to pay back a loan over a specific duration, expressed as: 

𝐶𝑅𝐹 =  
𝑟 ∙ (1 + 𝑟)𝑛

(1 + 𝑟)𝑛 − 1
 (3) 
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and refers to the portion corresponding to the investment at the interest rate (𝑟) to be 

paid during 𝑛 period in years. 

 Photovoltaic panel 

The annual investment of the photovoltaic panel depends on the area of the 

photovoltaic panel installed at house 𝑖 (𝐴𝑖
𝑃𝑉, m2), the nominal capacity of the 

photovoltaic panel (𝐶𝑛𝑃𝑉, kWp/m2), the capital cost of the photovoltaic panel (𝐶𝑐
𝑃𝑉, 

R$/kW), and the Capital Recovery Factor (𝐶𝑅𝐹), according to: 

𝐶𝐼𝑁𝑉 
𝑃𝑉 = 𝐶𝑛𝑃𝑉 ∙ 𝐶𝑐

𝑃𝑉 ∙ 𝐶𝑅𝐹 ⋅ ∑ 𝐴𝑖
𝑃𝑉  

𝑖

 (4) 

 Biogas electric generator 

The annual investment of the biogas generator depends on the capital cost of the 

biogas generator (𝐶𝑐
𝐵𝐺 , R$/kW), the power of the biogas generator installed at each 

house 𝑖 (𝑘𝑖
𝐵𝐺 , kW) and the 𝐶𝑅𝐹: 

𝐶𝐼𝑁𝑉
𝐵𝐺 = 𝐶𝑐

𝐵𝐺 ∙ 𝐶𝑅𝐹 ∙ ∑ 𝑘𝑖
𝐵𝐺

𝑖

 (5) 

 Wind turbine 

The annual investment of the wind turbine depends on wind turbine area installed at 

each house 𝑖 (𝐴𝑖
𝑊𝑇, m2), the rated capacity of the wind turbine (𝑘𝑟𝑊𝑇, kW/m2), the capital 

cost of the wind turbine (𝐶𝑐
𝑊𝑇, R$/kW) and the 𝐶𝑅𝐹.  

𝐶𝐼𝑁𝑉 
𝑊𝑇 = 𝐶𝑐

𝑊𝑇 ∙ 𝑘𝑟𝑊𝑇 ∙ 𝐶𝑅𝐹 ⋅ ∑ 𝐴𝑖
𝑊𝑇

𝑖

 (6) 

 Biodigester 

The annual investment of the biodigester depends on the capital cost of the 

biodigester (𝐶𝑐
𝐵𝐷, R$/m3), the biodigester volume (𝑉𝐵𝐷, m3) and the 𝐶𝑅𝐹. The equation 

is multiplied by the binary 𝑌𝐵𝐷 because the cost is only considered when the biodigester 

is installed: 

𝐶𝐼𝑁𝑉 
𝐵𝐷 = 𝐶𝑐

𝐵𝐷 ∙  𝑉𝐵𝐷 ∙ 𝐶𝑅𝐹 ∙ 𝑌𝐵𝐷 (7) 

 Biodigester pipeline 

The investment of the pipeline to collect the organic material from the houses to the 

biodigester and to distribute the biogas from the biodigester to the houses, depends on 

the capital cost of a pipeline to distribute the biogas (𝐶𝑐
𝑃𝑃𝐵𝑖𝑜, R$/m), the distance from 
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the biodigester to the houses (𝑙𝑏𝑖𝑜𝑖, m) and the capital cost of a pipeline to collect the 

organic material from the houses (𝐶𝑐
𝑃𝑃𝑂𝑊, R$/m): 

𝐶𝐼𝑁𝑉 
𝑃𝑃𝐵𝐷 =    𝐶𝑐

𝑃𝑃𝐵𝑖𝑜 ∙  𝑌𝑖
𝑃𝑃𝐵𝐼𝑂 ∙ ∑(𝑙𝑏𝑖𝑜𝑖)

𝑖

+   𝐶𝑐
𝑃𝑃𝑂𝑊 ∙  𝑌𝐵𝐷

∙   ∑(𝑙𝑏𝑖𝑜𝑖)

𝑖

    

 

(8) 

where 𝑌𝑖
𝑃𝑃𝐵𝐼𝑂 is the binary variable that expresses whether or not the biogas pipeline 

exists between house 𝑖 and the biodigester and 𝑌𝐵𝐷 is whether or not the biodigestor 

exists. The cost of the biogas pipeline from the biodigester to house 𝑖 only exists when 

the corresponding pipeline is installed, therefore the binary variable 𝑌𝑖
𝑃𝑃𝐵𝐼𝑂 is used. 

Regarding the piping of organic material, all the houses are connected to the biodigester 

if it is installed. Hence, the binary variable 𝑌𝐵𝐷 is used to include the cost of the organic 

material pipeline when the biodigester is installed. 

 Battery for electrical energy storage 

The annual investment of the battery depends on the capital cost of the battery (𝐶𝑐
𝐵𝑇, 

R$/kW), the capacity of the battery installed at house 𝑖 (𝑘𝑖
𝐵𝑇, kW), the capital cost of the 

charge controller per battery (𝐶𝑐
𝐶𝑂𝑁𝑇𝑅𝑂𝐿𝐸𝑅,𝐵𝑇, R$), which is considered only if the battery 

is installed (𝑌𝑖
𝐵𝑇) and the 𝐶𝑅𝐹: 

𝐶𝐼𝑁𝑉 
𝐵𝑇 = (𝐶𝑐

𝐵𝑇 ∙ ∑ 𝑘𝑖
𝐵𝑇

𝑖

+  𝐶𝑐
𝐶𝑂𝑁𝑇𝑅𝑂𝐿𝐸𝑅,𝐵𝑇 ∙ ∑ 𝑌𝑖

𝐵𝑇

𝑖

) ∙ 𝐶𝑅𝐹      (9) 

 

 Microgrid 

The annual investment of the microgrid depends on the capital cost of microgrid 

central controller (𝐶𝑐
𝐶𝐶 , R$), whether or not the microgrid exists (𝑍), i.e., if there is sharing 

of electricity between the houses and the 𝐶𝑅𝐹: 

𝐶𝐼𝑁𝑉 
𝑀𝐺 = 𝐶𝑐

𝐶𝐶 ∙ 𝑍 ∙ 𝐶𝑅𝐹 (10) 

 

 Electricity line 

The annual investment of the cables to transmit the electricity produced from house 

𝑖 to house 𝑗 depends on the capital cost of the electricity line (𝐶𝑐
𝐸𝐿, R$/m), the distance 

between the houses (𝑙𝑖,𝑗, m), if there is a connection between house 𝑖 and house 𝑗 (𝑌𝑖,𝑗
𝑀𝐺) 

and the 𝐶𝑅𝐹: 

𝐶𝐼𝑁𝑉 
𝐸𝐿 = 𝐶𝑐

𝐸𝐿 ⋅ 𝐶𝑅𝐹 ⋅ ∑(𝑌𝑖,𝑗
𝑀𝐺 ∙ 𝑙𝑖,𝑗)

𝑖,𝑗

 (11) 
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 Hot water pipeline 

The annual investment of the pipeline to transmit the hot water from house 𝑖 to house 

𝑗 depends on the capital cost of the pipeline (𝐶𝑐
𝑃𝑃, R$/m), the distance between houses 

(𝑙𝑖,𝑗, m), if there is a connection between house 𝑖 and house 𝑗 (𝑌𝑖,𝑗
𝑃𝑃) and the 𝐶𝑅𝐹: 

𝐶𝐼𝑁𝑉 
𝑃𝑃 = 𝐶𝑐

𝑃𝑃 ⋅ 𝐶𝑅𝐹 ∙ ∑(𝑌𝑖,𝑗
𝑃𝑃 ∙  𝑙𝑖,𝑗

𝑖,𝑗

) (12) 

 

 Solar collector for hot water production 

The annual investment of the solar collector depends on the rated capacity of the solar 

collector (𝐶𝑛𝑆𝐶, kWp/m2), the capital cost of the solar collector (𝐶𝑐
𝑆𝐶 , R$/kW), the 𝐶𝑅𝐹 

and the area of the solar collector installed at house each house 𝑖:  

𝐶𝐼𝑁𝑉 
𝑆𝐶 = 𝐶𝑛𝑆𝐶 ∙ 𝐶𝑐

𝑆𝐶 ∙ 𝐶𝑅𝐹 ∑ 𝐴𝑖
𝑆𝐶

𝑖

 (13) 

 

 Thermal storage of hot water 

The annual investment of the thermal storage depends on the amount of hot water 

produced for storage in each house 𝑖 (𝑘𝑖
𝑆𝑇, L/h), the capital cost of the storage tank (𝐶𝑐

𝑇𝑆, 

R$/L/h) and the 𝐶𝑅𝐹:  

𝐶𝐼𝑁𝑉 
𝑇𝑆 = 𝐶𝑐

𝑇𝑆 ∙ 𝐶𝑅𝐹 ∙ ∑ 𝑘𝑖
𝑇𝑆

𝑖

 (14) 

 

 Natural gas heater for hot water production 

The annual investment of the gas heater depends on the capital cost of the gas heater 

installed at each house 𝑖 (𝐶𝑐
𝐺𝐻, R$/L/h), the capacity of the gas heater (𝑘𝑖

𝐺𝐻, L/h) and the 

𝐶𝑅𝐹: 

𝐶𝐼𝑁𝑉 
𝐺𝐻 = 𝐶𝑐

𝐺𝐻 ∙ 𝐶𝑅𝐹 ⋅ ∑ 𝑘𝑖
𝐺𝐻

𝑖

 (15) 

 

 Biogas heater for hot water production 

The annual investment of the biogas heater depends on the capital cost of the biogas 

heater (𝐶𝑐
𝐵𝐻, R$/L/h), the capacity of the biogas heater installed at each house 𝑖 (𝑘𝑖

𝐵𝐻) 

(L/h) and the 𝐶𝑅𝐹: 

𝐶𝐼𝑁𝑉 
𝐵𝐻 = 𝐶𝑐

𝐵𝐻 ∙ 𝐶𝑅𝐹 ∙ ∑ 𝑘𝑖
𝐵𝐻

𝑖

 (16) 
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 Electric shower for hot water production 

The annual investment of the electric shower depends on the capital cost of the 

electric shower (𝐶𝑐
𝐸𝑆, R$/kW), the capacity of the electric shower installed at each house 

𝑖 (𝑘𝑖
𝐸𝑆, kW) and the 𝐶𝑅𝐹: 

𝐶𝐼𝑁𝑉 
𝐸𝑆 = 𝐶𝑐

𝐸𝑆 ∙ 𝐶𝑅𝐹 ⋅ ∑ 𝑘𝑖
𝐸𝑆

𝑖

 (17) 

 Air conditioning: 

The annual investment of the air conditioning depends on the capital cost of the air 

conditioning (𝐶𝑐
𝐴𝐶, R$/kW), the capacity of the air conditioning installed at each house 

(𝑘𝑖
𝐴𝐶, kW) and the 𝐶𝑅𝐹: 

𝐶𝐼𝑁𝑉 
𝐴𝐶 = 𝐶𝑐

𝐴𝐶 ∙ 𝐶𝑅𝐹 ⋅ ∑ 𝑘𝑖
𝐴𝐶

𝑖

 (18) 

b. Operation and maintenance (O&M) cost 

 The fixed and variable costs of operating and maintaining the system technologies are 

given by: 

𝐶𝑂𝑀 =  𝐶𝑂𝑀 
𝑃𝑉 + 𝐶𝑂𝑀

𝐵𝐺 + 𝐶𝑂𝑀 
𝑊𝑇 +  𝐶𝑂𝑀 

𝐵𝑇 + 𝐶𝑂𝑀
𝐵𝐷 + 𝐶𝑂𝑀 

𝑃𝑃𝐵𝐷 + 𝐶𝑂𝑀 
𝑀𝐺 + 𝐶𝑂𝑀 

𝑇𝑆

+  𝐶𝑂𝑀 
𝑆𝐶 + 𝐶𝑂𝑀 

𝐺𝐻 + 𝐶𝑂𝑀 
𝐵𝐻 + 𝐶𝑂𝑀 

𝐸𝑆 + 𝐶𝑂𝑀 
𝐴𝐶  

(19) 

where 𝐶𝑂𝑀 
𝑃𝑉  is the O&M cost of photovoltaic panel (R$), 𝐶𝑂𝑀

𝐵𝐺   the O&M cost biogas electric 

generator (R$),  𝐶𝑂𝑀 
𝑊𝑇  the O&M cost wind turbine (R$), 𝐶𝑂𝑀 

𝐵𝐷  the O&M  cost biodigester 

(R$),  𝐶𝑂𝑀 
𝑃𝑃𝐵𝐷 O&M cost of biodigester pipeline (R$),  𝐶𝑂𝑀 

𝐵𝑇  the O&M cost of battery (R$), 

𝐶𝑂𝑀 
𝑀𝐺  the O&M cost of microgrid (R$), 𝐶𝑂𝑀 

𝑆𝐶  the O&M cost of solar collector (R$), 𝐶𝑂𝑀 
𝑇𝑆  the 

O&M cost of thermal storage (R$),  𝐶𝑂𝑀 
𝐺𝐻  the O&M cost of gas heater (R$),  𝐶𝑂𝑀 

𝐵𝐻  the O&M 

cost of biogas heater (R$),  𝐶𝑂𝑀 
𝐸𝑆  the O&M cost of electric shower (R$),  𝐶𝑂𝑀 

𝐴𝐶  the O&M 

cost of air conditioning (R$). The O&M cost is composed of fixed and variable operation 

and maintenance costs given by the nominal equipment capacity and operating cost, as 

detailed below for each technology (SIDNELL et al., 2021a): 

 Photovoltaic panel 

The operation and maintenance cost of the photovoltaic panels is given by: 

𝐶𝑂𝑀
𝑃𝑉 = 𝐶𝑂𝑀𝐹𝑖𝑥

𝑃𝑉 ⋅ 𝐶𝑛𝑃𝑉 ∙ ∑ 𝐴𝑖
𝑃𝑉

𝑖

+ 𝐶𝑂𝑀𝑉𝑎𝑟
𝑃𝑉

∙ ∑ (𝐸𝑖,𝑚,𝑝
𝑆𝐸𝐿𝐹,𝑃𝑉 +  𝐸𝑖,𝑚,𝑝

𝑆𝐴𝐿𝐸,𝑃𝑉 + ∑ 𝐸𝑖,𝑗,𝑚,𝑝
𝑇𝑅𝐴𝑁𝑆𝐹𝐸𝑅,𝑃𝑉

𝑗 (𝑗≠𝑖)𝑖,𝑚,𝑝

+ 𝐸𝑖,𝑚,𝑝
𝑆𝑇𝑂𝑅𝐴𝐺𝐸,𝑃𝑉) ⋅ 𝑑𝑎𝑦𝑚 ∙ ℎ𝑜𝑢𝑟𝑠𝑝 ∙ 𝑠𝑒𝑎𝑠𝑜𝑛𝑚 

(20) 
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where 𝐶𝑂𝑀𝐹𝑖𝑥
𝑃𝑉  is the fixed operational and maintenance cost of photovoltaic panel 

(R$/kWp), 𝐶𝑛𝑃𝑉 is the nominal capacity of the photovoltaic unit (kWp/m2), 𝐴𝑖
𝑃𝑉 is the 

area of the photovoltaic panel installed at house 𝑖, 𝐶𝑂𝑀𝑉𝑎𝑟
𝑃𝑉  is the variable operational and 

maintenance cost (R$/kWh), 𝐸𝑖,𝑚,𝑝
𝑆𝐸𝐿𝐹,𝑃𝑉is the energy produced for self-consumption (kW) 

by house 𝑖 during season 𝑚 at time period 𝑝, 𝐸𝑖,𝑚,𝑝
𝑆𝐴𝐿𝐸,𝑃𝑉is the energy inserted into the 

central grid (kW), 𝐸𝑖,𝑗,𝑚,𝑝
𝑇𝑅𝐴𝑁𝑆𝐹𝐸𝑅,𝑃𝑉 is the energy transferred from house 𝑖 to all other houses 

𝑗 (kW) and 𝐸𝑖,𝑚,𝑝
𝑆𝑇𝑂𝑅𝐴𝐺𝐸,𝑃𝑉 is the energy storage (kW). In order to find the annual variable 

cost, the total energy produced is multiplied by the number of months in each season 𝑚, 

number of days in season 𝑚 and the total of hours within time period 𝑝. 

 Biogas electric generator 

The operation and maintenance cost of the biogas electric generator is given by: 

𝐶𝑂𝑀
𝐵𝐺 = 𝐶𝑂𝑀𝑉𝑎𝑟

𝐵𝐺 ⋅ ∑ (𝐸𝑖,𝑚,𝑝
𝑆𝐸𝐿𝐹,𝐵𝐺 + 𝐸𝑖,𝑚,𝑝

𝑆𝐴𝐿𝐸,𝐵𝐺 + ∑ 𝐸𝑖,𝑗,𝑚,𝑝
𝑇𝑅𝐴𝑁𝑆𝐹𝐸𝑅,𝐵𝐺

𝑗 (𝑗≠𝑖)𝑖,𝑚,𝑝

+ 𝐸𝑖,𝑚,𝑝
𝑆𝑇𝑂𝑅𝐴𝐺𝐸,𝐵𝐺) ∙ 𝑑𝑎𝑦𝑚 ∙ ℎ𝑜𝑢𝑟𝑠𝑝 ∙ 𝑠𝑒𝑎𝑠𝑜𝑛𝑚 + 𝐶𝑂𝑀𝐹𝑖𝑥

𝐵𝐺

∙ ∑ 𝑘𝑖
𝐵𝐺

𝑖

   

(21) 

where 𝐶𝑂𝑀𝐹𝑖𝑥
𝐵𝐺  is the fixed operation and maintenance cost of photovoltaic panel 

(R$/kW), 𝑘𝑖
𝐵𝐺  is the capacity of the biogas generator installed at house 𝑖, 𝐶𝑂𝑀𝑉𝑎𝑟

𝐵𝐺  is the 

variable operation and maintenance cost (R$/kWh), 𝐸𝑖,𝑚,𝑝
𝑆𝐸𝐿𝐹,𝐵𝐺  is the energy produced for 

self-consumption (kWh), 𝐸𝑖,𝑚,𝑝
𝑆𝐴𝐿𝐸,𝐵𝐺  is the energy inserted into the central grid (kWh), 

𝐸𝑖,𝑗,𝑚,𝑝
𝑇𝑅𝐴𝑁𝑆𝐹𝐸𝑅,𝐵𝐺 is the energy transferred from house 𝑖 to all other houses and 𝐸𝑖,𝑚,𝑝

𝑆𝑇𝑂𝑅𝐴𝐺𝐸,𝐵𝐺 

is the energy stored in house 𝑖. In order to find the annual variable cost, the total energy 

produced is multiplied by the number of months in each season 𝑚, number of days in 

season 𝑚 and the total of hours within time period 𝑝. 

 Wind turbine 

The operation and maintenance cost of the wind turbine is given by:  

𝐶𝑂𝑀
𝑊𝑇 = 𝐶𝑂𝑀𝑉𝑎𝑟

𝑊𝑇

∙ ∑ (𝐸𝑖,𝑚,𝑝
𝑆𝐸𝐿𝐹,𝑊𝑇 +  𝐸𝑖,𝑚,𝑝

𝑆𝐴𝐿𝐸,𝑊𝑇 + ∑ 𝐸𝑖,𝑗,𝑚,𝑝
𝑇𝑅𝐴𝑁𝑆𝐹𝐸𝑅,𝑊𝑇

𝑗 (𝑗≠𝑖)𝑖,𝑚,𝑝

+ 𝐸𝑖,𝑚,𝑝
𝑆𝑇𝑂𝑅𝐴𝐺𝐸,𝑊𝑇) ∙ 𝑑𝑎𝑦𝑚 ∙ ℎ𝑜𝑢𝑟𝑠𝑝 ∙ 𝑠𝑒𝑎𝑠𝑜𝑛𝑚

+ ∑ 𝐴𝑖
𝑊𝑇 ∙ 𝑘𝑟𝑊𝑇 ∙ 𝐶𝑂𝑀𝐹𝑖𝑥

𝑊𝑇

𝑖

          

(22) 

where 𝐶𝑂𝑀𝑉𝑎𝑟
𝑊𝑇  is the variable maintenance and operation cost (R$/kWh), which is 

multiplied by the sum of energy for self-consumption (𝐸𝑖,𝑚,𝑝
𝑆𝐸𝐿𝐹,𝑊𝑇), for insertion into the 
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central grid (𝐸𝑖,𝑚,𝑝
𝑆𝐴𝐿𝐸,𝑊𝑇), for transfer with other houses (𝐸𝑖,𝑗,𝑚,𝑝

𝑇𝑅𝐴𝑁𝑆𝐹𝐸𝑅,𝑊𝑇) and for storage 

(𝐸𝑖,𝑚,𝑝
𝑆𝑇𝑂𝑅𝐴𝐺𝐸,𝑊𝑇). In order to find the variable cost per year, this sum is multiplied by the 

number of seasons, days in a season and the hours during a day. In addition, the 

operation and maintenance cost are composed of the fixed cost of operation and 

maintenance of wind turbine (𝐶𝑂𝑀𝐹𝑖𝑥
𝑊𝑇 , R$/kW), multiplied by the nominal capacity of the 

wind turbine unit and the area. 

 Biodigester  

As previously mentioned, the production of biogas depends on the organic material 

collected from the houses and, if necessary, an extra amount of residual biomass can be 

purchased. The organic material (𝑄𝑜𝑤𝑖, kg) can be bought by each house from 

companies, so the value considered consists of the price of the organic material plus the 

cost of transportation to the biodigester (𝑃𝑂𝑊, R$/kg). In addition, there is the cost of 

operating the biodigester. Therefore, the operation and maintenance cost of biodigester 

is given by: 

𝐶𝑂𝑀
𝐵𝑇 = 𝐶𝑂𝑀𝑉𝑎𝑟

𝐵𝑇  ∙  ∑ 𝐸𝑖,𝑚,𝑝
𝑆𝑇𝑂𝑅𝐴𝐺𝐸 𝐼𝑁,𝐵𝑇 ∙ 𝑑𝑎𝑦𝑚 ∙ ℎ𝑜𝑢𝑟𝑠𝑝 ∙ 𝑠𝑒𝑎𝑠𝑜𝑛𝑚

𝑖,𝑚,𝑝

   (23) 

which depends on the fixed cost of operation and maintenance of the biodigester 

(𝐶𝑂𝑀𝐹𝑖𝑥
𝐵𝐷 , R$/year) and whether or not the biodigester is installed (𝑌𝐵𝐷).  

 Pipeline of the biodigester 

The operation and maintenance cost of the piping to collect the organic material from 

the houses to the biodigester and to distribute the biogas from the biodigester to the 

houses is given by: 

𝐶𝑂𝑀 
𝑃𝑃𝐵𝐷 =  𝐶𝑂𝑀𝐹𝑖𝑥

𝑃𝑃𝐵𝐷 ∙  𝑌𝑖
𝑃𝑃𝐵𝐼𝑂 ∙ ∑ 𝑙𝑏𝑖𝑜𝑖

𝑖

    + 𝐶𝑂𝑀𝐹𝑖𝑥
𝑃𝑃𝑂𝑊 ∙  𝑌𝐵𝐷 ∙ ∑ 𝑙𝑏𝑖𝑜𝑖

𝑖

       (24) 

which depends on the fixed O&M cost of a pipeline to distribute the biogas (𝐶𝑂𝑀𝐹𝑖𝑥
𝑃𝑃𝐵𝐷 , 

R$/m), the distance from the biodigester to house 𝑖 (𝑙𝑏𝑖𝑜𝑖, m) and whether or not the 

pipeline to house 𝑖 is installed (𝑌𝑖
𝑃𝑃𝐵𝐼𝑂), the fixed O&M cost of a pipeline to collect the 

organic material from the houses (𝐶𝑂𝑀𝐹𝑖𝑥
𝑃𝑃𝑂𝑊, R$/m) and whether or not the biodigester is 

installed (𝑌𝐵𝐷).  

 Battery for electrical energy storage 

The O&M cost of the battery is given by: 

𝐶𝑂𝑀
𝐵𝑇 = 𝐶𝑂𝑀𝑉𝑎𝑟

𝐵𝑇 ∙ 𝑑𝑎𝑦(𝑚) ∙ ℎ𝑜𝑢𝑟𝑠(𝑝)  ∙ 𝑠𝑒𝑎𝑠𝑜𝑛(𝑚) 

∙  ∑ 𝐸𝑖,𝑚,𝑝
𝑆𝑇𝑂𝑅𝐴𝐺𝐸 𝐼𝑁,𝐵𝑇

𝑖,𝑚,𝑝

   (25) 
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which is composed of the variable operation and maintenance cost (𝐶𝑂𝑀𝑉𝑎𝑟
𝐵𝑇 , R$/kWh) 

multiplied by the amount of energy going into storage (𝐸𝑖,𝑚,𝑝
𝑆𝑇𝑂𝑅𝐴𝐺𝐸 𝐼𝑁,𝐵𝑇). In order to find 

the variable cost per year, this is multiplied by the number of days, the period in hours 

and the number of seasons. 

 Microgrid 

The operation and maintenance cost of the microgrid is composed of fixed operation 

and maintenance cost of the microgrid central controller (𝐶𝑂𝑀𝐹𝑖𝑥
𝑀𝐺 , R$), which can only 

exist if the microgrid has been installed, according to: 

𝐶𝑂𝑀
𝑀𝐺 =  𝐶𝑂𝑀𝐹𝑖𝑥

𝑀𝐺 ∙ 𝑍 (26) 

where 𝑍 is a binary variable which indicates if the microgrid exists. 

 Solar collector for hot water production 

The operation and maintenance cost of the solar collector is given by:  

𝐶𝑂𝑀
𝑆𝐶 = 𝑘𝑆𝐶 ∙ 𝐶𝑂𝑀𝐹𝑖𝑥

𝑆𝐶 ∙  ∑ 𝐴𝑖
𝑆𝐶

𝑖

      (27) 

which is composed of the fixed operation and maintenance cost of the solar collector 

(𝐶𝑂𝑀𝐹𝑖𝑥
𝑆𝐶 , R$/kW), the nominal capacity of the solar collector (𝑘𝑆𝐶, kWp/m2) and the total 

area. 

 Thermal storage of hot water 

 The operation and maintenance cost of thermal storage (𝐶𝑂𝑀
𝑇𝑆 ) is given by:  

𝐶𝑂𝑀
𝑇𝑆 = 𝐶𝑂𝑀𝑉𝑎𝑟

𝑇𝑆 ∙ ∑ 𝐻𝑊𝑖,𝑚,𝑝
𝑆𝑇𝑂𝑅𝐴𝐺𝐸,𝑆𝐶

𝑖,𝑚,𝑝

∙ 𝑑𝑎𝑦𝑚 ∙ ℎ𝑜𝑢𝑟𝑠𝑝 ∙ 𝑠𝑒𝑎𝑠𝑜𝑛𝑚   (28) 

which depends on the variable thermal storage operation and maintenance cost 

(𝐶𝑂𝑀𝑉𝑎𝑟
𝑇𝑆 , R$/L/h), together with the amount of hot water for storage in house 𝑖 coming 

from the solar collector (𝐻𝑊𝑖,𝑚,𝑝
𝑆𝑇𝑂𝑅𝐴𝐺𝐸,𝑆𝐶, L/h). In order to find the variable cost per year, 

this is multiplied by the number of days, the period in hours and the number of seasons 

of operation. 

 Natural gas heater for hot water production 

The operation and maintenance cost of the gas heater is given by: 

  𝐶𝑂𝑀
𝐺𝐻 = 𝐶𝑂𝑀𝑉𝑎𝑟

𝐺𝐻 ∙ ∑ 𝐻𝑊𝑖,𝑚,𝑝
𝑆𝐸𝐿𝐹,𝐺𝐻 ∙ 𝑑𝑎𝑦𝑚 ∙ ℎ𝑜𝑢𝑟𝑠𝑝 ∙ 𝑠𝑒𝑎𝑠𝑜𝑛𝑚

𝑖,𝑚,𝑝
+ 

∑ 𝑘𝑖
𝐺𝐻  ∙ 𝐶𝑂𝑀𝐹𝑖𝑥

𝐺𝐻

𝑖

           
(29) 
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which depends on the variable O&M cost (𝐶𝑂𝑀𝑉𝑎𝑟
𝐺𝐻 , R$/L/h), and the amount of hot water 

produced for self-consumption (𝐻𝑊𝑖,𝑚,𝑝
𝑆𝐸𝐿𝐹,𝐺𝐻). In order to find the variable cost per year, 

this cost is multiplied by the number of days, the period in hours and the number of 

seasons of operation.  In addition, the operation and maintenance cost are composed of 

the fixed O&M cost (𝐶𝑂𝑀𝐹𝑖𝑥
𝐺𝐻 , R$/L/h), and the capacity of the gas heater (𝑘𝑖

𝐺𝐻, L/h). 

 Biogas heater for hot water production 

The operation and maintenance cost of the biogas heater is given by:  

𝐶𝑂𝑀
𝐵𝐻 = 𝐶𝑂𝑀𝑉𝑎𝑟

𝐵𝐻 ∙ ∑ 𝐻𝑊𝑖,𝑚,𝑝
𝑆𝐸𝐿𝐹,𝐵𝐻

𝑖,𝑚,𝑝

∙ 𝑑𝑎𝑦𝑚 ∙ ℎ𝑜𝑢𝑟𝑠𝑝 ∙ 𝑠𝑒𝑎𝑠𝑜𝑛𝑚

+ ∑ 𝑘𝑖
𝐵𝐻 ∙ 𝐶𝑂𝑀𝐹𝑖𝑥

𝐵𝐻

𝑖

      
(30) 

which is composed of the variable O&M cost (𝐶𝑂𝑀𝑉𝑎𝑟
𝐵𝐻 , R$/L), the amount of hot water 

produced in house 𝑖 for self-consumption (𝐻𝑊𝑖,𝑚,𝑝
𝑆𝐸𝐿𝐹,𝐵𝐻). In order to find the variable cost 

per year, this cost is multiplied by the number of days, the period in hours and the 

number of seasons of operation. In addition, the operation and maintenance cost are 

composed of the fixed O&M cost (𝐶𝑂𝑀𝐹𝑖𝑥
𝐵𝐻 , R$/L) and the capacity of biogas heater (𝑘𝑖

𝐵𝐻, 

L/h). 

 Electric Shower for hot water production 

The operation and maintenance cost of electric shower is given by: 

𝐶𝑂𝑀
𝐸𝑆 = 𝐶𝑂𝑀𝑉𝑎𝑟

𝐸𝑆 ∙ ∑ 𝐻𝑊𝑖,𝑚,𝑝
𝑆𝐸𝐿𝐹,𝐸𝑆

𝑖,𝑚,𝑝

∙ 𝑑𝑎𝑦𝑚 ∙ ℎ𝑜𝑢𝑟𝑠𝑝 ∙ 𝑠𝑒𝑎𝑠𝑜𝑛𝑚

+ ∑ 𝑘𝑖
𝐸𝑆  ∙ 𝐶𝑂𝑀𝐹𝑖𝑥

𝐸𝑆

𝑖

   
(31) 

which is composed of the variable operation and maintenance cost (𝐶𝑂𝑀𝑉𝑎𝑟
𝐸𝑆 , R$/L/h), and 

the amount of hot water produced in house 𝑖 by the electric shower (𝐻𝑊𝑖,𝑚,𝑝
𝑆𝐸𝐿𝐹,𝐸𝑆). In 

order to find the variable cost per year, this term multiplies the number of days, the 

period in hours and the number of seasons of operation. In addition, the operation and 

maintenance cost is composed of the fixed cost of operation and maintenance (𝐶𝑂𝑀𝐹𝑖𝑥
𝐸𝑆 , 

R$/kW), and the capacity of the electric shower (𝑘𝑖
𝐸𝑆, kW). 

 Air conditioning 

The operation and maintenance cost of air conditioning is given by:  

𝐶𝑂𝑀
𝐴𝐶 = 𝐶𝑂𝑀𝑉𝑎𝑟

𝐴𝐶 ∙ ∑ 𝐸𝑖,𝑚,𝑝
𝐴𝐶

𝑖,𝑚,𝑝

∙ 𝑑𝑎𝑦𝑚 ∙ ℎ𝑜𝑢𝑟𝑠𝑝 ∙ 𝑠𝑒𝑎𝑠𝑜𝑛𝑚     (32) 
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which is composed of the variable operation and maintenance cost (𝐶𝑂𝑀𝑉𝑎𝑟
𝐴𝐶 , R$/kW), 

multiplied by the amount of air cooling produced (𝐸𝑖,𝑚,𝑝
𝐴𝐶 , kW). In order to find the 

variable cost per year, it multiplies the number of days, the period in hours and the 

number of stations of operation.  

c. Environmental Cost  

 The cost of taxing emissions will depend on the GHG reduction responsibility of each 

country.  The environmental costs are given by the sum of the carbon emission costs of 

each technology (SIDNELL et al., 2021a): 

𝐶𝐸𝑁𝑉 = 𝐶𝑂2
𝐺𝑅𝐼𝐷 + 𝐶𝑂2

𝑁𝐺 + 𝐶𝑂2
𝑊𝑇 + 𝐶𝑂2

𝑃𝑉 + 𝐶𝑂2
𝑆𝐶 + 𝐶𝑂2

𝐵𝐼𝑂 

 
(33) 

The environmental costs for each energy resource are calculated as following. 

 Grid 

 The carbon cost for energy from the central grid is given by:  

𝐶𝑂2
𝐺𝑅𝐼𝐷 = 𝐶𝑇 ∙ 𝐶𝐼𝐺𝑅𝐼𝐷 ⋅ ∑ 𝐸𝑖,𝑚,𝑝

𝐺𝑅𝐼𝐷 ∙ 𝑑𝑎𝑦𝑚 ∙ ℎ𝑜𝑢𝑟𝑠𝑝 ∙ 𝑠𝑒𝑎𝑠𝑜𝑛𝑚

𝑖,𝑚,𝑝

      (34) 

It depends on carbon intensity of electricity from the grid (𝐶𝐼𝐺𝑅𝐼𝐷, kg CO2/kWh), the 

energy consumed from the central grid (𝐸𝑖,𝑚,𝑝
𝐺𝑅𝐼𝐷), the carbon tax (𝐶𝑇, R$/ kg CO2) and the 

number of days, hours and seasons when this energy is consumed. 

 Natural gas 

The carbon cost for natural gas from the grid is given by:   

𝐶𝑂2
𝑁𝐺 = 𝐶𝑇 ⋅ 𝐶𝐼𝐺𝑁 ⋅ ∑ 𝑈𝑠𝑒𝑖,𝑚,𝑝

𝑁𝐺 ∙ 𝑑𝑎𝑦𝑚 ∙ ℎ𝑜𝑢𝑟𝑠𝑝 ∙ 𝑠𝑒𝑎𝑠𝑜𝑛𝑚

𝑖,𝑚,𝑝

      (35) 

It depends on the carbon intensity of natural gas (𝐶𝐼𝑁𝐺, kg CO2/kWh), the carbon tax 

(𝐶𝑇, R$/kg CO2), the number of days, hours and seasons when this gas was consumed 

and the amount of natural gas consumed from the grid (𝑈𝑠𝑒𝑖,𝑚,𝑝
𝑁𝐺 , kW), which will be 

determined in the session III.4.7. 

 Wind 

The carbon cost for wind energy is given by:   

𝐶𝑂2
𝑊𝑇 =  𝐶𝑇 ∙ 𝐶𝐼𝑊𝑇 ∙ ∑ 𝐸𝑖,𝑚,𝑝

𝑊𝑇 ∙ 𝑑𝑎𝑦𝑚 ∙ ℎ𝑜𝑢𝑟𝑠𝑝 ∙ 𝑠𝑒𝑎𝑠𝑜𝑛𝑚

𝑖,𝑚,𝑝

               (36) 
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It depends on the carbon intensity of wind turbine (𝐶𝐼𝑊𝑇, kg CO2/kWh), the energy 

generated by wind turbine (𝐸𝑖,𝑚,𝑝
𝑊𝑇 ). In addition, it is considered the carbon tax (𝐶𝑇, R$/kg 

CO2) and the number of days, hours and seasons that this energy is produced. 

 Photovoltaic panel 

The carbon cost for photovoltaic energy is given by: 

𝐶𝑂2
𝑃𝑉 = 𝐶𝑇 ∙ 𝐶𝐼𝑃𝑉 ∙ ∑ 𝐸𝑖,𝑚,𝑝

𝑃𝑉 ∙ 𝐶𝐼𝑃𝑉 ∙ 𝑑𝑎𝑦𝑚 ∙ ℎ𝑜𝑢𝑟𝑠𝑝 ∙ 𝑠𝑒𝑎𝑠𝑜𝑛𝑚

𝑖,𝑚,𝑝

           (37) 

It depends on the carbon intensity of photovoltaic panel (𝐶𝐼𝑃𝑉, kg CO2/kWh), the 

energy generated by photovoltaic panel (𝐸𝑖,𝑚,𝑝
𝑃𝑉 ). In addition, it considers the carbon tax 

(𝐶𝑇, R$/kg CO2) and  the number of days, hours and seasons that this energy is produced. 

 Solar collector  

The carbon cost of the thermal energy produced by the solar collector is given by:  

𝐶𝑂2
𝑆𝐶 = 𝐶𝑇 ∙ 𝐶𝐼𝑆𝐶 ⋅ ∑ 𝐸𝑖,𝑚,𝑝

𝑆𝐶 ∙ 𝑑𝑎𝑦𝑚 ∙ ℎ𝑜𝑢𝑟𝑠𝑝 ∙ 𝑠𝑒𝑎𝑠𝑜𝑛𝑚

𝑖,𝑚,𝑝

         (38) 

It depends on the carbon intensity of solar collector (𝐶𝐼𝑆𝐶, kg CO2/kWh), which is 

multiplied by the thermal energy (𝐸𝑖,𝑚,𝑝
𝑆𝐶 ), the carbon tax (𝐶𝑇, R$/kg CO2), and the 

number of days, hours and seasons that this energy was produced. 

 Biogas 

The carbon cost of the biogas is given by:  

𝐶𝑂2
𝐵𝐼𝑂 = 𝑄𝑏𝑔 ∙ 𝐻𝑏 ∙ 𝐶𝐼𝐵 ∙ 𝐶𝑇  (39) 

It depends on the carbon intensity of biogas (𝐶𝐼𝐵, kg CO2/kWh), the volume of biogas 

produced (𝑄𝑏𝑔, m3), the calorific capacity of biogas (𝐻𝑏, kWh/m3) and the carbon tax 

(𝐶𝑇, R$/kg CO2). 

d. Electricity Cost  

The cost of buying power from the central grid it is given by:  

𝐶𝐵𝑈𝑌
𝐺𝑅𝐼𝐷 = ∑ (𝐸𝑖,𝑚,𝑝

𝐺𝑅𝐼𝐷 ∙ 𝑃𝑚,𝑝
𝐸𝑙𝑒𝑐 ∙ 𝑑𝑎𝑦𝑚 ∙ ℎ𝑜𝑢𝑟𝑠𝑝 ∙ 𝑠𝑒𝑎𝑠𝑜𝑛𝑚)

𝑖,𝑚,𝑝

       (40) 

which depends on the amount of power purchased from the central grid (𝐸𝑖,𝑚,𝑝
𝐺𝑅𝐼𝐷 , kW), 

the price of electricity for each period of time (𝑚, 𝑝) (𝑃𝑚,𝑝
𝐸𝑙𝑒𝑐 ,R$/kWh) and the period that 

the energy was consumed. 

e. Natural Gas Cost  
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The cost of buying natural gas from the grid is given by:  

𝐶𝑁𝐺 =
𝑃𝑁𝐺

𝑞𝑁𝐺
∙ ∑ (𝑈𝑠𝑒𝑖,𝑚,𝑝

𝑁𝐺 ∙ 𝑑𝑎𝑦𝑚 ∙ ℎ𝑜𝑢𝑟𝑠𝑝 ∙ 𝑠𝑒𝑎𝑠𝑜𝑛𝑚)

𝑖,𝑚,𝑝

+ ∑ 𝑌𝑖
𝑁𝐺

𝑖

∙ 𝐶𝐹𝑖𝑥
𝑁𝐺 ∙ 𝑠𝑒𝑎𝑠𝑜𝑛𝑚     

(41) 

which depends on variable and fixed contributions. The variable cost depends on the 

volume of gas that is purchased from the grid (𝑈𝑠𝑒𝑖,𝑚,𝑝
𝑁𝐺 , kW) the price of gas (𝑃𝑁𝐺 , 

R$/m3), the calorific capacity of natural gas (𝑞𝑁𝐺, kWh/m3) and the number of hours that 

the gas has been used. The fixed cost (𝐶𝐹𝑖𝑥
𝑁𝐺, R$/month) exists when natural gas is 

purchased from the grid and is a monthly amount, so we use the variable 𝑌𝑖
𝑁𝐺  to identify 

whether natural gas is used or not. 

f. Policy revenue 

In order to define the best incentive policy to be adopted for distributed generation, 

the Net Metering, Feed in Tariff models were considered. The credits obtained by each 

policy depends on the total energy sold to the grid and will be detailed next. 

 Net Metering 

The amount received in energy credits through the Net Metering policy is given by:  

𝑁𝐸𝑀 = ∑ (𝐸𝑖,𝑚,𝑝
𝑆𝐴𝐿𝐸,𝑃𝑉 + 𝐸𝑖,𝑚,𝑝

𝑆𝐴𝐿𝐸,𝑊𝑇 + 𝐸𝑖,𝑚,𝑝
𝑆𝐴𝐿𝐸,𝐵𝐺) ∙ 𝑃𝑚,𝑝

𝐸𝑙𝑒𝑐 ∙ 𝑑𝑎𝑦(𝑚)

𝑖,𝑚,𝑝

∙ ℎ𝑜𝑢𝑟𝑠(𝑝) ∙ 𝑠𝑒𝑎𝑠𝑜𝑛(𝑚) ∙ 𝑌𝑁𝐸𝑀      

(42) 

which depends on whether the policy is being used or not (𝑌𝑁𝐸𝑀), the amount of the 

energy fed into the central grid by the wind turbine (𝐸𝑖,𝑚,𝑝
𝑆𝐴𝐿𝐸,𝑊𝑇, kW) by the photovoltaic 

panel (𝐸𝑖,𝑚,𝑝
𝑆𝐴𝐿𝐸,𝑃𝑉, kW) and the biogas generator (𝐸𝑖,𝑚,𝑝

𝑆𝐴𝐿𝐸,𝐵𝐺, kW) the price of the central 

grid energy (𝑃𝑚,𝑝
𝐸𝑙𝑒𝑐 , R$/kWh) and the period of time that this energy is fed into the grid. 

This equation introduces nonlinearity into the model, due to the multiplication of the 

binary variable (𝑌𝑁𝐸𝑀) with the sum of the generated electricity variables. 

 Feed in Tariff 

The amount received through the Feed in Tariff policy is given by (MEHLERI et al. 

2012):  

𝐹𝐼𝑇 = ∑ (𝐸𝑖,𝑚,𝑝
𝑆𝐴𝐿𝐸,𝑃𝑉 ∙ 𝑃𝐹𝐼𝑇,𝑃𝑉 + 𝐸𝑖,𝑚,𝑝

𝑆𝐴𝐿𝐸,𝑊𝑇 ∙ 𝑃𝐹𝐼𝑇,𝑊𝑇 + 𝐸𝑖,𝑚,𝑝
𝑆𝐴𝐿𝐸,𝐵𝐺

𝑖,𝑚,𝑝

∙ 𝑃𝐹𝐼𝑇,𝐵𝐺) ∙ 𝑑𝑎𝑦(𝑚) ∙ ℎ𝑜𝑢𝑟𝑠(𝑝) ∙ 𝑠𝑒𝑎𝑠𝑜𝑛(𝑚) ∙ 𝑌𝐹𝐼𝑇         

(43) 
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which depends on whether the policy is being used or not (𝑌𝐹𝐼𝑇), the amount of the 

energy fed into the central grid by the wind turbine (𝐸𝑖,𝑚,𝑝
𝑆𝐴𝐿𝐸,𝑊𝑇, kW) by the photovoltaic 

panel (𝐸𝑖,𝑚,𝑝
𝑆𝐴𝐿𝐸,𝑃𝑉, kW) and the biogas generator (𝐸𝑖,𝑚,𝑝

𝑆𝐴𝐿𝐸,𝐵𝐺, kW) the rate of the sale for the 

photovoltaic panel (𝑃𝐹𝐼𝑇,𝑃𝑉, R$/kW), the wind turbine (𝑃𝐹𝐼𝑇,𝑊𝑇, R$/kW) and the biogas 

generator (𝑃𝐹𝐼𝑇,𝐵𝐺 , R$/kW) and the period that this energy is fed into the grid. In this 

equation, it is also possible to observe a non-linearity, due to the multiplication of the 

binary variable (𝑌𝐹𝐼𝑇) with the sum of the generated electricity variables.  

Considering that only one electricity incentive policy can be chosen, the following 

constraint is included in the model: 

𝑌𝐹𝐼𝑇 + 𝑌𝑁𝐸𝑀 ≤ 1 (44) 

where 𝑌𝐹𝐼𝑇 and 𝑌𝑁𝐸𝑀 are binary variables that define whether the policy was adopted 

or not.  

III.4.2. Electricity balance 

The electricity demand must be equal to the sum of the electricity generated by the 

installed energy resources and the electricity consumed from the central grid, for this the 

energy produced for self-consumption must be equal to the energy demand subtracted 

from the energy transferred from other houses given by (SIDNELL et al., 2021a):  

𝐿𝑜𝑎𝑑𝑖,𝑚,𝑝
𝐸 +

𝐿𝑜𝑎𝑑𝑖,𝑚,𝑝
𝐴𝐶

𝐴𝐶𝐶𝑂𝑃
+

𝐸𝑖,𝑚,𝑝
𝑆𝐸𝐿𝐹,𝐸𝑆

𝑛𝑒𝐸𝑆

−  ∑(𝛽𝑖,𝑗 ∙ 𝐸𝑗,𝑖,𝑚,𝑝
𝑇𝑅𝐴𝑁𝑆𝐹𝐸𝑅 − 𝐸𝑖,𝑗,𝑚,𝑝

𝑇𝑅𝐴𝑁𝑆𝐹𝐸𝑅)

𝑗

=  𝐸𝑖,𝑚,𝑝
𝐺𝑅𝐼𝐷 + 𝐸𝑖,𝑚,𝑝

𝑆𝐸𝐿𝐹,𝑃𝑉 + 𝐸𝑖,𝑚,𝑝
𝑆𝐸𝐿𝐹,𝑊𝑇 + 𝐸𝑖,𝑚,𝑝

𝑆𝐸𝐿𝐹,𝐵𝐺

+ 𝐸𝑖,𝑚,𝑝
𝑆𝑇𝑂𝑅𝐴𝐺𝐸 𝑂𝑈𝑇,𝐵𝑇    𝑖 = 1, … 𝑛; 𝑚 = 1, … 𝑘; 𝑝 = 1, … ℎ 

(45) 

where 𝐿𝑜𝑎𝑑𝑖,𝑚,𝑝
𝐸  is the electricity load in the residence 𝑖 at period 𝑚, 𝑝 

(kW), 𝐿𝑜𝑎𝑑𝑖,𝑚,𝑝
𝐴𝐶  is the ar conditioning load (kW), 𝐴𝐶𝐶𝑂𝑃 is the air conditioning power 

coefficient, 𝐸𝑖,𝑚,𝑝
𝑆𝐸𝐿𝐹,𝐸𝑆 is the electricity consumed by the electric shower in the residence 𝑖 

at period 𝑚, 𝑝 (kW), 𝑛𝑒𝐸𝑆 is electrical efficiency of the electric shower, 𝛽𝑖,𝑗  is energy loss 

coefficient. The energy loss is accounted for by the difference of the energy transported 

from house i to house j with the energy arriving at house j. The balance of 

𝐸𝑖,𝑚,𝑝
𝑆𝑇𝑂𝑅𝐴𝐺𝐸 𝑂𝑈𝑇,𝐵𝑇 is found in Equation (133). 

 The microgrid cannot feed energy into the central grid before it has met the electricity 

demand of the residences at every instant of time (SIDNELL et al., 2021a): 
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𝐸𝑖,𝑚,𝑝
𝑆𝐴𝐿𝐸,𝑃𝑉 + 𝐸𝑖,𝑚,𝑝

𝑆𝐴𝐿𝐸,𝑊𝑇 + 𝐸𝑖,𝑚,𝑝
𝑆𝐴𝐿𝐸,𝐵𝐺 ≤  

 

 𝐸𝑖,𝑚,𝑝
𝐺𝑅𝐼𝐷 + 𝐸𝑖,𝑚,𝑝

𝑆𝐸𝐿𝐹,𝑃𝑉 + 𝐸𝑖,𝑚,𝑝
𝑆𝐸𝐿𝐹,𝑊𝑇 + 𝐸𝑖,𝑚,𝑝

𝑆𝐸𝐿𝐹,𝐵𝐺 + 𝐸𝑖,𝑚,𝑝
𝑆𝑇𝑂𝑅𝐴𝐺𝐸 𝑂𝑈𝑇,𝐵𝑇 

𝑖 = 1, … 𝑛;  𝑚 = 1, … 𝑘; 𝑝 = 1, … ℎ 

(46) 

III.4.3. Hot water balance 

 The sum of the generation of hot water by energy resources must meet the hot water 

demand of the residences (SIDNELL et al., 2021a): 

𝐿𝑜𝑎𝑑𝑖,𝑚,𝑝
𝐻𝑊 −  ∑(𝛽𝑖,𝑗 ∙ 𝐻𝑊𝑗,𝑖,𝑚,𝑝

𝑇𝑅𝐴𝑁𝑆𝐹𝐸𝑅 − 𝐻𝑊𝑖,𝑗,𝑚,𝑝
𝑇𝑅𝐴𝑁𝑆𝐹𝐸𝑅)

𝑗

=  𝐻𝑊𝑖,𝑚,𝑝
𝑆𝐸𝐿𝐹,𝐵𝐻 + 𝐻𝑊𝑖,𝑚,𝑝

𝑆𝐸𝐿𝐹,𝐸𝑆 + 𝐻𝑊𝑖,𝑚,𝑝
𝑆𝐸𝐿𝐹,𝐺𝐻

+ 𝐻𝑊𝑖,𝑚,𝑝
𝑆𝐸𝐿𝐹,𝑇𝑆    

𝑖 = 1, … 𝑛;  𝑚 = 1, … 𝑘; 𝑝 = 1, … ℎ 

(47) 

where 𝐿𝑜𝑎𝑑𝑖,𝑚,𝑝
𝐻𝑊  is the hot water demand in the residence 𝑖 at period 𝑚, 𝑝, 

𝐻𝑊𝑖,𝑗,𝑚,𝑝
𝑇𝑅𝐴𝑁𝑆𝐹𝐸𝑅 is the hot water transferred from house 𝑖 to house 𝑗 (L), 𝐻𝑊𝑗,𝑖,𝑚,𝑝

𝑇𝑅𝐴𝑁𝑆𝐹𝐸𝑅 is 

the hot water transferred to house 𝑖 from houses 𝑗, 𝛽𝑖,𝑗 is the thermal energy loss factor 

from the transfer of hot water between houses 𝑖 and 𝑗, 𝐻𝑊𝑖,𝑚,𝑝
𝑆𝐸𝐿𝐹 is the amount of hot 

water produced for self-consumption by biogas heater (BH), electric shower (ES), gas 

heater (GH), thermal storage (TS). 

 Hot water cannot be shared between houses before the house has met its demand, 

so the hot water transferred must be less than the hot water used for self-consumption: 

∑(𝛽𝑖,𝑗 ∙ 𝐻𝑊𝑗,𝑖,𝑚,𝑝
𝑇𝑅𝐴𝑁𝑆𝐹𝐸𝑅 − 𝐻𝑊𝑖,𝑗,𝑚,𝑝

𝑇𝑅𝐴𝑁𝑆𝐹𝐸𝑅)

𝑗

≤ 𝐻𝑊𝑖,𝑚,𝑝
𝑆𝐸𝐿𝐹,𝐵𝐻 + 𝐻𝑊𝑖,𝑚,𝑝

𝑆𝐸𝐿𝐹,𝐸𝑆 + 𝐻𝑊𝑖,𝑚,𝑝
𝑆𝐸𝐿𝐹,𝐺𝐻

+ 𝐻𝑊𝑖,𝑚,𝑝
𝑆𝐸𝐿𝐹,𝑇𝑆        𝑖 = 1, … 𝑛;  𝑚 = 1, … 𝑘; 𝑝 = 1, … ℎ  

 

(48) 

III.4.4. Air cooling balance  

The air conditioning generation must be sufficient to meet the demands of the 

houses: 

𝐿𝑜𝑎𝑑𝑖,𝑚,𝑝
𝐴𝐶 =  𝐸𝑖,𝑚,𝑝

𝐴𝐶           𝑖 = 1, … 𝑛;  𝑚 = 1, … 𝑘; 𝑝 = 1, … ℎ    (49) 
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III.4.5. Cooking gas balance 

The sum of natural gas and biogas used for cooking must equal the gas demand of 

the household: 

𝐿𝑜𝑎𝑑𝑖,𝑚,𝑝
𝐶 =  𝐺𝑖,𝑚,𝑝

𝑁𝐺 +  𝑄𝑏𝑔𝑐𝑖,𝑗,𝑚 ∙ 𝐻𝑏      𝑖 = 1, … 𝑛;  𝑚 = 1, … 𝑘; 𝑝

= 1, … ℎ 
(50) 

where 𝐿𝑜𝑎𝑑𝑖,𝑚,𝑝
𝐶  is the demand for cooking gas from households (kW), 𝐺𝑖,𝑚,𝑝

𝑁𝐺  is the 

natural gas consumed from the grid to meet the demand for cooking (kW), 𝑄𝑏𝑔𝑐𝑖,𝑗,𝑚 is 

the biogas produced to meet the demand for cooking (m3) and 𝐻𝑏 is the calorific 

capacity of biogas (kW/m3).  

III.4.6. Natural gas consumption 

 The natural gas consumption must be equal to the gas used for cooking (𝐺𝑖,𝑚,𝑝
𝑁𝐺 , kW) 

and the gas used in the gas heater (𝐸𝑖,𝑚,𝑝
𝐺𝐻 , kW): 

𝑈𝑠𝑒𝑖,𝑚,𝑝
𝑁𝐺 =  𝐺𝑖,𝑚,𝑝

𝑁𝐺 +  
𝐸𝑖,𝑚,𝑝

𝐺𝐻

𝑛𝑒𝐺𝐻
      𝑖 = 1, … , 𝑛;  𝑚 = 1, … 𝑘; 𝑝 = 1, … ℎ (51) 

where 𝑛𝑒𝐺𝐻 is the natural gas heater efficiency.  

 The rule NBR 13103 establishes the minimum requirements for the installation of gas 

appliances for residential use. It dictates that the nominal power must not exceed 80.0 

kW in the same place of installation. To meet this rule, the following equation is 

proposed: 

∑ 𝑈𝑠𝑒𝑖,𝑚,𝑝
𝑁𝐺

𝑚,𝑝

≤  80 ∙  𝑌𝑖
𝑁𝐺   𝑖 = 1, … , 𝑛 (52) 

where 𝑌𝑖
𝑁𝐺  indicates whether or not natural gas is being used in the house.  

III.4.7. Design and operation constraints  

In order to consider the capacity, configuration, and operation limitations of the 

system, the constraints involved in the operation and design of each technology will be 

presented. These are essential to achieve a more realistic result. 

 Microgrid  

 The sale of energy to the grid cannot exceed a maximum limit and the house cannot 

insert energy into the grid and buy from the grid in the same period of time. Therefore, 

the following constraint is formulated (SIDNELL et al., 2021a): 

𝐸𝑖,𝑚,𝑝
𝑆𝐴𝐿𝐸,𝑃𝑉 + 𝐸𝑖,𝑚,𝑝

𝑆𝐴𝐿𝐸,𝑊𝑇 + 𝐸𝑖,𝑚,𝑝
𝑆𝐴𝐿𝐸,𝐵𝐺 ≤ 𝑆𝑎𝑙𝑒𝑢𝑝 ∙ (1 − 𝑌𝑖,𝑚,𝑝

𝐺𝑅𝐼𝐷)     𝑖

= 1, … 𝑛;  𝑚 = 1, … 𝑘; 𝑝 = 1, … ℎ 
(53) 
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where 𝑌𝑖,𝑚,𝑝
𝐺𝑅𝐼𝐷 is a binary variable that defines whether or not energy is bought from the 

grid for the house 𝑖  at period 𝑚, 𝑝 and 𝑆𝑎𝑙𝑒𝑢𝑝 is the limit amount of energy that can be 

sold to the grid (kW). 

  The energy purchased from the grid cannot exceed the house's demand: 

𝐸𝑖,𝑚,𝑝
𝐺𝑅𝐼𝐷 ≤ (𝐿𝑜𝑎𝑑𝑖,𝑚,𝑝

𝐸 +
𝐿𝑜𝑎𝑑𝑖,𝑚,𝑝

𝐴𝐶

𝐴𝐶𝐶𝑂𝑃
+

𝐸𝑖,𝑚,𝑝
𝑆𝐸𝐿𝐹,𝐸𝑆

𝑛𝑒𝐸𝑆 ) ∙ (𝑌𝑖,𝑚,𝑝
𝐺𝑅𝐼𝐷)     𝑖 =

1, … 𝑛;  𝑚 = 1, … 𝑘; 𝑝 = 1, … ℎ        

 

(54) 

Energy cannot be transferred from house 𝑖 to house 𝑗 in the same period 𝑚, 𝑝 that 

energy is being purchased from the central grid: 

𝐸𝑖,𝑗,𝑚,𝑝
𝑇𝑅𝐴𝑁𝑆𝐹𝐸𝑅 ≤ (𝐿𝑜𝑎𝑑𝑖,𝑚,𝑝

𝐸 +
𝐿𝑜𝑎𝑑𝑖,𝑚,𝑝

𝐴𝐶

𝐴𝐶𝐶𝑂𝑃
+

𝐸𝑖,𝑚,𝑝
𝑆𝐸𝐿𝐹,𝐸𝑆

𝑛𝑒𝐸𝑆
) ∙ (1 − 𝑌𝑖,𝑚,𝑝

𝐺𝑅𝐼𝐷)    

𝑖 = 1, … 𝑛;  𝑚 = 1, … 𝑘; 𝑝 = 1, … ℎ        

 

(55) 

According to Sidnell et al. (2021a) and Clarke et al. (2021), the energy must be 

transferred only in one direction. This means that if house 𝑖 shares energy with house 𝑗, 

house 𝑗 is assigned a higher numerical position (𝐸𝑗) between them and therefore cannot 

send energy to house 𝑖 (𝐸𝑖): 

𝐸𝑗  ≥ 𝐸𝑖 + 1 − 𝑖 ∙ (1 − 𝑌𝑖,𝑗
𝑀𝐺)      𝑖, 𝑗 = 1, … 𝑛 (56) 

where 𝐸𝑗 is the numerical position of house 𝑗, 𝐸𝑖 is the numerical position of house 𝑖, 𝑌𝑖,𝑗
𝑀𝐺  

is the binary variable that informs whether or not there is a connection between house 𝑖 

and 𝑗. 

 In addition, if there is energy transfer from house 𝑖 to house 𝑗, then there can be no 

energy transfer from house 𝑗 to house 𝑖, as well as energy sharing from one house at the 

same time it receives energy from another house:  

∑ 𝑌𝑖,𝑗
𝑀𝐺

𝑗

+  ∑ 𝑌𝑗,𝑖
𝑀𝐺

𝑗

 ≤ 1     𝑖, 𝑗 = 1, … , 𝑛  (57) 

 There can be no electricity line between the same house: 

𝑌𝑖,𝑖
𝑀𝐺 = 0     𝑖 = 1, … , 𝑛 (58) 

𝐸𝑖,𝑖,𝑚,𝑝
𝑇𝑅𝐴𝑁𝑆𝐹𝐸𝑅 =  0    𝑖 = 1, … , 𝑛;  𝑚 = 1, … 𝑘; 𝑝 = 1, … ℎ   (59) 

where 𝐸𝑖,𝑖,𝑚,𝑝
𝑇𝑅𝐴𝑁𝑆𝐹𝐸𝑅 is the energy transferred from house 𝑖 to house 𝑖. 
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The electricity transferred between houses is the sum of the energy generated by each 

energy resource that was not used for self-consumption or for insertion into the grid : 

𝐸𝑖,𝑗,𝑚,𝑝
𝑇𝑅𝐴𝑁𝑆𝐹𝐸𝑅 = 𝐸𝑖,𝑗,𝑚,𝑝

𝑇𝑅𝐴𝑁𝑆𝐹𝐸𝑅,𝑃𝑉 + 𝐸𝑖,𝑗,𝑚,𝑝
𝑇𝑅𝐴𝑁𝑆𝐹𝐸𝑅,𝑊𝑇 + 𝐸𝑖,𝑗,𝑚,𝑝

𝑇𝑅𝐴𝑁𝑆𝐹𝐸𝑅,𝐵𝐺     

 𝑖, 𝑗 = 1, … , 𝑛;  𝑚 = 1, … 𝑘; 𝑝 = 1, … ℎ 
(60) 

 In order to certify that the energy will only be transferred if there is an electric cable, 

the energy transferred must be less than demand of the microgrid multiplied by the 

binary variable of existence or not of the electric cable between house 𝑖 and house 𝑗 : 

𝐸𝑖,𝑗,𝑚,𝑝
𝑇𝑅𝐴𝑁𝑆𝐹𝐸𝑅 ≤ (𝐿𝑜𝑎𝑑𝑖,𝑚,𝑝

𝐸 +
𝐿𝑜𝑎𝑑𝑖,𝑚,𝑝

𝐴𝐶

𝐴𝐶𝐶𝑂𝑃
+

𝐸𝑖,𝑚,𝑝
𝑆𝐸𝐿𝐹,𝐸𝑆

𝑛𝑒𝐸𝑆
) ∙ 𝑌𝑖,𝑗

𝑀𝐺   𝑖, 𝑗

= 1, … , 𝑛;  𝑚 = 1, … 𝑘; 𝑝 = 1, … ℎ 

(61) 

The binary variable 𝑍 represents whether there is a microgrid in the system or not (Eq. 

26), so it must be greater than or equal to the binary variable of the electrical cable 

between  the houses: 

𝑍 ≥ 𝑌𝑖,𝑗
𝑀𝐺     𝑖, 𝑗 = 1, … , 𝑛 (62) 

 Pipeline 

 As in the microgrid, the transfer of hot water can only be carried out in one direction 

(SIDNELL et al., 2021a): 

𝑂𝑗  ≥ 𝑂𝑖 + 1 − 𝑖 ∙ (1 − 𝑌𝑖,𝑗
𝑃 )       𝑖, 𝑗 = 1, … , 𝑛 (63) 

where 𝑂𝑗 is the numerical position of house 𝑗, 𝑂𝑖 is the numerical position of house 𝑖, 𝑌𝑖,𝑗
𝑃  

is the binary variable that informs whether or not there is a connection between house 𝑖 

and 𝑗.  

  The electric shower warms the water by passing electric current through an 

electrical resistance, brought into contact by a diaphragm. This is activated by the flow 

of water entering the showerhead, as exemplified in Figure 45. Therefore, the electric 

shower cannot be installed with any other source: 

 𝑌𝑖
𝐸𝑆 + 𝑌𝑖

𝐺𝐻    ≤ 1     𝑖 = 1, … , 𝑛 (64) 

𝑌𝑖
𝐸𝑆 + 𝑌𝑖

𝑆𝐶    ≤ 1     𝑖 = 1, … , 𝑛  

𝑌𝑖
𝐸𝑆 + 𝑌𝑖

𝐵𝐻    ≤ 1     𝑖 = 1, … , 𝑛  
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Figure 45 - Operation of an electric shower.  Source: Adapted from Lara (2019). 

 Considering that a house has limited space and can only afford one heater/boiler, the 

following constraint is imposed: 

𝑌𝑖
𝐺𝐻 + 𝑌𝑖

𝐵𝐻  ≤ 1     𝑖 = 1, … , 𝑛 (65) 

Therefore, a single house cannot have more than one of these technologies: biogas 

heater and natural gas heater. 

 As in the microgrid, if there is hot water transfer from house 𝑖 to house 𝑗, then there 

can be no hot water transfer from house 𝑗 to house 𝑖, as well as energy sharing from one 

house at the same time it receives energy from another house: 

∑ 𝑌𝑖,𝑗
𝑃

𝑗

+  ∑ 𝑌𝑗,𝑖
𝑃

𝑗

 ≤ 1       𝑖, 𝑗 = 1, … , 𝑛 (66) 

 A pipeline cannot exist between the same house: 

𝑌𝑖,𝑖
𝑃 = 0       𝑖 = 1, … , 𝑛 (67) 

𝐻𝑊𝑖,𝑖,𝑚,𝑝
𝑃 = 0      𝑖 = 1, … , 𝑛;  𝑚 = 1, … 𝑘; 𝑝 = 1, … ℎ (68) 

The hot water transferred between the houses is the sum of the hot water produced 

that is intended for transfer, so it is the amount that has not been used for self-

consumption: 

𝐻𝑊𝑖,𝑗,𝑚,𝑝
𝑇𝑅𝐴𝑁𝑆𝐹𝐸𝑅 = 𝐻𝑊𝑖,𝑗,𝑚,𝑝

𝑇𝑅𝐴𝑁𝑆𝐹𝐸𝑅,𝐺𝐻 + 𝐻𝑊𝑖,𝑗,𝑚,𝑝
𝑇𝑅𝐴𝑁𝑆𝐹𝐸𝑅,𝐵𝐻

+ 𝐻𝑊𝑖,𝑗,𝑚,𝑝
𝑇𝑅𝐴𝑁𝑆𝐹𝐸𝑅,𝑇𝑆  𝑖 = 1, … , 𝑛;  𝑚 = 1, … 𝑘; 𝑝 = 1, … ℎ 

(69) 
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 In order to certify that the hot water will only be transferred if there is a pipe between 

the houses, the sum of the energy transferred must be less than the upper bound of the 

energy that can be transferred multiplied by the binary variable of existence or not of the 

pipeline between house 𝑖 and house 𝑗: 

𝐻𝑊𝑖,𝑗,𝑚,𝑝
𝑇𝑅𝐴𝑁𝑆𝐹𝐸𝑅,𝐺𝐻 + 𝐻𝑊𝑖,𝑗,𝑚,𝑝

𝑇𝑅𝐴𝑁𝑆𝐹𝐸𝑅,𝐵𝐻 + 𝐻𝑊𝑖,𝑗,𝑚,𝑝
𝑇𝑅𝐴𝑁𝑆𝐹𝐸𝑅,𝑇𝑆 ≤ 𝑈𝐵𝑃 ∙ 𝑌𝑖,𝑗

𝑃    

𝑖 = 1, … , 𝑛;  𝑚 = 1, … 𝑘; 𝑝 = 1, … ℎ 
(70) 

 

 Photovoltaic panel 

The energy produced by the photovoltaic panel (𝐸𝑖,𝑚,𝑝
𝑃𝑉 , kW) cannot be greater than 

the production capacity of the photovoltaic panel, this equation considers the time 

dependent profile of the efficiency associated with the photovoltaic panel, as suggested 

by Karamov et al. (2021): 

𝐸𝑖,𝑚,𝑝
𝑃𝑉  ≤ 𝐴𝑖

𝑃𝑉 ∙  𝐼𝑡𝑚,𝑝 ∙ 𝑛𝑒𝑚,𝑝
𝑃𝑉  ∙ 𝐾𝐿    𝑖 = 1, … , 𝑛;  𝑚 = 1, … 𝑘; 

𝑝 = 1, … ℎ 

 

(71) 

where 𝐼𝑡𝑚,𝑝 is the time dependent solar radiation at the site (kWh /m2), 𝑛𝑒𝑚,𝑝
𝑃𝑉  is the 

energy efficiency of the photovoltaic panel per time period and 𝐾𝐿 is a coefficient to 

account for power loses in diodes.  

 The time dependent profile of the efficiency of a photovoltaic panel might be 

expressed as suggested by Karamov et al. (2021): 

𝑛𝑒𝑚,𝑝
𝑃𝑉 =  𝑛𝑒𝑒𝑃𝑉 ∙ [(1 − 𝛽𝑆) ∗ 𝑇𝑚,𝑝

𝑃𝑉
𝑆𝐶 − 48]           𝑚 = 1, … 𝑘; 𝑝

= 1, … ℎ     

 

(72) 

where 𝑛𝑒𝑒𝑃𝑉 is the nominal energy efficiency of the photovoltaic panel, 𝛽𝑆 is 

temperature coefficient for silicon photovoltaic panel and 𝑇𝑚,𝑝
𝑃𝑉/𝑆𝐶

 is the operating 

temperature of the photovoltaic converter and is expressed as follows: 

𝑇𝑚,𝑝
𝑃𝑉/𝑆𝐶

=   𝑇𝑚,𝑝
𝐸𝑛𝑣 +  

𝐼𝑡𝑚,𝑝

𝐾0 + 𝐾1 ∙ 𝑉𝑚,𝑝
𝐸𝑛𝑣   𝑚 = 1, … 𝑘; 𝑝 = 1, … ℎ    

 

(73) 

where 𝑇𝑚,𝑝
𝐸𝑛𝑣 is the ambient air temperature (°C), 𝑉𝑚,𝑝

𝐸𝑛𝑣 is wind speed (m/s), 𝐾0 and 𝐾1  

are Koehl correlation coefficients.  

 The energy generated in the photovoltaic panel must be equal to the sum of the PV 

energy used: 

𝐸𝑖,𝑚,𝑝
𝑃𝑉 =   𝐸𝑖,𝑚,𝑝

𝑆𝐸𝐿𝐹,𝑃𝑉 + 𝐸𝑖,𝑚,𝑝
𝑆𝐴𝐿𝐸,𝑃𝑉 + ∑ 𝐸𝑖,𝑗,𝑚,𝑝

𝑇𝑅𝐴𝑁𝑆𝐹𝐸𝑅,𝑃𝑉

𝑗

+ 𝐸𝑖,𝑚,𝑝
𝑆𝑇𝑂𝑅𝐴𝐺𝐸,𝑃𝑉     (74) 
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𝑖 = 1, … , 𝑛; 𝑚 = 1, … 𝑘; 𝑝 = 1, … ℎ    

 The sale of electricity cannot be greater than is produced for consumption: 

𝐸𝑖,𝑚,𝑝
𝑆𝐴𝐿𝐸,𝑃𝑉 ≤   𝐸𝑖,𝑚,𝑝

𝑆𝐸𝐿𝐹,𝑃𝑉 + ∑ 𝐸𝑖,,𝑚,𝑝
𝑇𝑅𝐴𝑁𝑆𝐹𝐸𝑅,𝑃𝑉

𝑗

+ 𝐸𝑖,𝑚,𝑝
𝑆𝑇𝑂𝑅𝐴𝐺𝐸,𝑃𝑉    𝑖

= 1, … , 𝑛; 𝑚 = 1, … 𝑘; 𝑝 = 1, … ℎ 

(75) 

 The energy storage will be arranged in batteries and detailed in the Eq. 133.  

 Due to space limitations for the installation of photovoltaic panels and solar collectors, 

the sum of the areas should not exceed a maximum limit, defined based on the roof area 

of each house (𝑃𝑉𝑢𝑝): 

𝐴𝑖
𝑃𝑉 +  𝐴𝑖

𝑆𝐶  ≤  𝑃𝑉𝑢𝑝   𝑖 = 1, … , 𝑛 

 
(76) 

 Wind turbine 

Considering the fluctuation of energy generated by the wind turbine according to the 

environmental behavior of the site , when the environmental wind speed (𝑉𝑚,𝑝
𝐸𝑛𝑣) is below 

the cut off speed of the turbine (𝑉𝑐𝑜, m/s) or above the cut in speed (𝑉𝑐𝑖, m/s), the 

electricity generation is equal to zero accoding to Pallabazzer (2003), then: 

𝐸𝑖,𝑚,𝑝
𝑊𝑇 = 0             ∀ 𝑉𝑐𝑜 <  𝑉𝑚,𝑝

𝐸𝑛𝑣  ∪  0 < 𝑉𝑚,𝑝
𝐸𝑛𝑣 <  𝑉𝑐𝑖 

 
(77) 

When the environmental wind speed is greater or equal to the cut off speed and less 

or equal than the nominal speed (𝑉𝑟 , m/s), the energy produced by the wind turbine is 

expressed by: 

𝐸𝑖,𝑚,𝑝
𝑊𝑇 =

1

2
∙  𝐴𝑖

𝑊𝑇 ∙  𝜌𝑤𝑖𝑛𝑑 ∙ 𝐶𝑝𝑊𝑇 ∙  𝑉𝑟
3 ∙

𝑉𝑚,𝑝
𝐸𝑛𝑣2

− 𝑉𝑐𝑖
2

𝑉𝑟
2 − 𝑉𝑐𝑖

2

100

     𝑖 = 1, … 𝑛; 𝑚

= 1, … 𝑘; 𝑝 = 1, … ℎ     

 

 ∀ 𝑉𝑐𝑖 ≤  𝑉𝑚,𝑝
𝐸𝑛𝑣   ∩  𝑉𝑚,𝑝

𝐸𝑛𝑣  ≤  𝑉𝑟 

(78) 

When the wind speed is greater or equal than the rated speed and less or equal than 

the cut in speed, the energy produced by the wind turbine is expressed by Pallabazzer 

(2003): 

𝐸𝑖,𝑚,𝑝
𝑊𝑇 =

1
2 ∙  𝐴𝑖

𝑊𝑇 ∙  𝜌𝑤𝑖𝑛𝑑 ∙ 𝐶𝑝𝑊𝑇 ∙  𝑉𝑟
3

100
           𝑖 = 1, … 𝑛; 𝑚 = 1, … 𝑘; 𝑝

= 1, … ℎ          

(79) 
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∀  𝑉𝑟 ≤  𝑉𝑚,𝑝
𝐸𝑛𝑣   ∩  𝑉𝑚,𝑝

𝐸𝑛𝑣 ≤  𝑉𝑐𝑜  

 

where 𝜌𝑤𝑖𝑛𝑑 is wind density (kg/m3), 𝐶𝑝𝑊𝑇 is power coefficient of the wind turbine. 

 Two houses adjacent to each other cannot have a wind turbine: 

𝑌𝑖+1
𝑊𝑇 + 𝑌𝑖

𝑊𝑇  ≤  1                    𝑖 = 1, … , 𝑛 

 
(80) 

 The energy generated (𝐸𝑖,𝑚,𝑝
𝑊𝑇  ,kW) in the wind turbine must be equal to the sum of 

the energy for self-consumption: 

𝐸𝑖,𝑚,𝑝
𝑊𝑇 =   𝐸𝑖,𝑚,𝑝

𝑆𝐸𝐿𝐹,𝑊𝑇 +  𝐸𝑖,𝑚,𝑝
𝑆𝐴𝐿𝐸,𝑊𝑇 + ∑ 𝐸𝑖,,𝑚,𝑝

𝑇𝑅𝐴𝑁𝑆𝐹𝐸𝑅,𝑊𝑇

𝑗

+ 𝐸𝑖,𝑚,𝑝
𝑆𝑇𝑂𝑅𝐴𝐺𝐸,𝑊𝑇    𝑖 = 1, … , 𝑛; 𝑚 = 1, … 𝑘; 𝑝 = 1, … ℎ  

(81) 

 The energy storage will be stored in batteries and detailed in the Eq. 133. 

 The area of the wind turbine (𝐴𝑖
𝑊𝑇, m2) must not exceed a maximum limit (𝑊𝑇𝑢𝑝): 

𝐴𝑖
𝑊𝑇 ≤    𝑊𝑇𝑢𝑝   ∙ 𝑌𝑖

𝑊𝑇         𝑖 = 1, … , 𝑛 

 
(82) 

where 𝑌𝑖
𝑊𝑇 is indicating whether or not the wind turbine is installed. 

 The surplus of electricity must not be more than is produced for consumption: 

𝐸𝑖,𝑚,𝑝
𝑆𝐴𝐿𝐸,𝑊𝑇 ≤   𝐸𝑖,𝑚,𝑝

𝑆𝐸𝐿𝐹,𝑊𝑇 + ∑ 𝐸𝑖,,𝑚,𝑝
𝑇𝑅𝐴𝑁𝑆𝐹𝐸𝑅,𝑊𝑇

𝑗

+ 𝐸𝑖,𝑚,𝑝
𝑆𝑇𝑂𝑅𝐴𝐺𝐸,𝑊𝑇     

𝑖 = 1, … , 𝑛;  𝑚 = 1, … 𝑘; 𝑝 = 1, … ℎ  

 

(83) 

 Biogas 

The correlations and constraints that concern biogas production, as well as the 

behavior of transport between houses will be presented below. These constraints were 

modeled for the system in order to provide the novelty of the work in applying biogas to 

meet the gas demands for food cooking, water heating and power generation. 

a. Production 

The total biogas produced depends on the organic matter produced in each house per 

day (𝑄𝑜𝑚𝑖, 𝑘𝑔) and the extra organic matter purchased from an external source per day 

(𝑄𝑜𝑤𝑖, 𝑘𝑔). The production in m3 per year is found by multiplying the biogas production 
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rate per organic material (𝑞𝑏, m3 of biogas/kg of organic waste ) by the number of days 

(30) and months (12) in the year: 

𝑄𝑏𝑔 = 𝑞𝑏 ∙ 𝑑𝑎𝑦𝑠 ∙ ∑(𝑄𝑜𝑚𝑖 +  𝑄𝑜𝑤𝑖)

𝑖

 (84) 

The total biogas produced is the sum of the biogas produced for cooking food in each 

house 𝑖 and time period (𝑚, 𝑝) (𝑄𝑏𝑔𝑐𝑖,𝑚,𝑝, m3), the biogas produced for electricity 

generation in each house 𝑖 and time period (𝑚, 𝑝) (𝑄𝑏𝑔𝑔𝑖,𝑚,𝑝, m3), and the biogas 

produced for hot water generation in each house 𝑖 and time period (𝑚, 𝑝) (𝑄𝑏ℎ𝑤𝑖,𝑚,𝑝, 

m3). In order to find the annual production value, each term is multiplied by the time it 

was produced: 

𝑄𝑏𝑔 =  ∑ 𝑄𝑏𝑔𝑐𝑖,𝑚,𝑝 ∙ ℎ𝑜𝑢𝑟𝑠𝑚 ∙ 𝑑𝑎𝑦𝑝 ∙ 𝑠𝑒𝑎𝑠𝑜𝑛𝑚

𝑖,𝑚,𝑝

+ ∑ 𝑄𝑏𝑔𝑔𝑖,𝑚,𝑝 ∙ ℎ𝑜𝑢𝑟𝑠𝑝 ∙ 𝑑𝑎𝑦𝑚 ∙ 𝑠𝑒𝑎𝑠𝑜𝑛𝑚

𝑖,𝑚,𝑝

+ ∑ 𝑄𝑏ℎ𝑤𝑖,𝑚,𝑝 ∙ ℎ𝑜𝑢𝑟𝑠𝑝 ∙ 𝑑𝑎𝑦𝑚 ∙ 𝑠𝑒𝑎𝑠𝑜𝑛𝑚

𝑖,𝑚,𝑝

 

(85) 

In order to find the total biogas production for each house 𝑖 and period (𝑚, 𝑝) 

(𝑄𝑏𝑖𝑜𝑖,𝑚,𝑝, m3), the sum of the biogas used for cooking food, for producing hot water and 

for generating electricity for each house and period is performed: 

𝑄𝑏𝑖𝑜𝑖,𝑚,𝑝 =  𝑄𝑏𝑔𝑐𝑖,𝑚,𝑝 + 𝑄𝑏𝑔𝑔𝑖,𝑚,𝑝 + 𝑄𝑏ℎ𝑤𝑖,𝑚,𝑝  𝑖 = 1, … , 𝑛;  𝑚 =

1, … 𝑘; 𝑝 = 1, … ℎ  

 

(86) 

Following the rule NBR 13103, the total biogas produced must be less than or equal 

to 80 kW and will only be used if the pipeline exists:   

𝑄𝑏𝑖𝑜𝑖,𝑚,𝑝 ≤  
80

𝐻𝑏
∙ 𝑌𝑖

𝐵𝐼𝑂   𝑖 = 1, … , 𝑛; 𝑚 = 1, … 𝑘; 𝑝 = 1, … ℎ  

 
(87) 

where 𝐻𝑏 is the calorific capacity of the biogas (kW/m3) and 𝑌𝑖
𝐵𝐼𝑂 is a binary variable and 

indicates whether or not there is a connection between the biodigester and the house 𝑖.  

b. Biodigester for biogas production 

According to Araujo (2017) and Otim et al. (2006), the volume of the biodigester is 

given by: 

𝑉𝐵𝐷 =  ∑
(𝑄𝑜𝑚𝑖 + 𝑄𝑜𝑤𝑖) ∙ 𝐼𝑆

𝐷𝑀𝑂
∙ 𝑡𝑟 ∙ (1 + 0.3)

𝑖

      (88) 
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where 𝑄𝑜𝑚𝑖 is the amount of organic material produced by each house (kg/day), 𝑄𝑜𝑤𝑖 

is the extra organic material purchased from a company (kg/day), 𝐼𝑆 is the percentage of 

dry mass in organic material, 𝐷𝑀𝑂 is the density of the dry material in the fluid (kg/m3), 

𝑡𝑟 is the hydraulic retention time in the biodigester (day). The final volume of the 

biodigester should be considered 30% larger than calculated due to the gaseous phase 

that will also be stored in it. 

The binary variable (𝑌𝐵𝐷) indicates whether or not the biodigester is installed within 

the microgrid and its volume must not exceed a maximum space limit (𝐵𝐷𝑢𝑝)(m3): 

 𝑉𝐵𝐷 ≤  𝐵𝐷𝑢𝑝 ∙ 𝑌𝐵𝐷 (89) 

The binary variable 𝑌𝐵𝐷 must be greater than or equal to the binary variable that 

indicates whether or not there is a connection between the biodigester and the house 𝑖: 

𝑌𝐵𝐷 ≥  𝑌𝑖
𝐵𝐼𝑂  𝑖 = 1, … , 𝑛 

 
(90) 

 Biogas electric generator 

When operating the biogas generator, the energy produced by the generator for self-

consumption (𝐸𝑖,𝑚,𝑝
𝑆𝐸𝐿𝐹,𝐵𝐺), insertion into grid (𝐸𝑖,𝑚,𝑝

𝑆𝐴𝐿𝐸,𝐵𝐺), transferred between houses 

(𝐸𝑖,𝑗,𝑚,𝑝
𝑇𝑅𝐴𝑁𝑆𝐹𝐸𝑅,𝐵𝐺) and storage (𝐸𝑖,𝑗,𝑚,𝑝

𝑆𝑇𝑂𝑅𝐴𝐺𝐸,𝐵𝐺) cannot be greater than the production 

capacity of the generator: 

 𝐸𝑖,𝑚,𝑝
𝑆𝐸𝐿𝐹,𝐵𝐺 + 𝐸𝑖,𝑚,𝑝

𝑆𝐴𝐿𝐸,𝐵𝐺 + ∑ (𝐸𝑖,𝑗,𝑚,𝑝
𝑇𝑅𝐴𝑁𝑆𝐹𝐸𝑅,𝐵𝐺)𝑗 + 𝐸𝑖,𝑗,𝑚,𝑝

𝑆𝑇𝑂𝑅𝐴𝐺𝐸,𝐵𝐺  ≤  𝑘𝑖
𝐵𝐺 ∙

 𝑛𝑒𝐵𝐺         𝑖 = 1, … , 𝑛; 𝑚 = 1, … 𝑘; 𝑝 = 1, … ℎ 
(91) 

where 𝑛𝑒𝐵𝐺  is the efficiency of the biogas generator.  

The energy generated in the biogas generator (𝐸𝑖,𝑚,𝑝
𝐵𝐺 , kW) must be equal to the sum 

of the energy for self-consumption : 

𝐸𝑖,𝑚,𝑝
𝐵𝐺 =   𝐸𝑖,𝑚,𝑝

𝑆𝐸𝐿𝐹,𝐵𝐺 + 𝐸𝑖,𝑚,𝑝
𝑆𝐴𝐿𝐸,𝐵𝐺 + ∑(𝐸𝑖,𝑗,𝑚,𝑝

𝑇𝑅𝐴𝑁𝑆𝐹𝐸𝑅,𝐵𝐺)

𝑗

+ 𝐸𝑖,𝑚,𝑝
𝑆𝑇𝑂𝑅𝐴𝐺𝐸,𝐵𝐺    𝑖

= 1, … , 𝑛; 𝑚 = 1, … 𝑘; 𝑝 = 1, … ℎ 

(92) 

 The sale of electricity cannot be more than is produced for consumption: 

𝐸𝑖,𝑚,𝑝
𝑆𝐴𝐿𝐸,𝐵𝐺   ≤  𝐸𝑖,𝑚,𝑝

𝑆𝐸𝐿𝐹,𝐵𝐺  + ∑(𝐸𝑖,𝑗,𝑚,𝑝
𝑇𝑅𝐴𝑁𝑆𝐹𝐸𝑅,𝐵𝐺)

𝑗

+ 𝐸𝑖,𝑗,𝑚,𝑝
𝑆𝑇𝑂𝑅𝐴𝐺𝐸,𝐵𝐺        

 𝑖 = 1, … , 𝑛; 𝑚 = 1, … 𝑘; 𝑝 = 1, … ℎ 

(93) 

The energy storage will be arranged in batteries and detailed in Eq. 133. 
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The capacity of the biogas generator (𝑘𝑖
𝐵𝐺) (kW) must not be greater than the biogas 

production capacity of the biodigester system: 

𝑘𝑖
𝐵𝐺  ≤  𝑄𝑏𝑔𝑔𝑖,𝑚,𝑝 ∙  𝐻𝑏        𝑖 = 1, … , 𝑛; 𝑚 = 1, … 𝑘; 𝑝 = 1, … ℎ (94) 

where 𝐻𝑏 is calorific capacity of biogas (kWh/m3). 

In addition, the capacity of the generator must be within the capacity limits found in 

the market, when the equipment is installed (𝑌𝑖
𝐵𝐺): 

𝑘𝑖
𝐵𝐺 ≥   𝐵𝐺𝑙𝑜𝑤 ∙  𝑌𝑖

𝐵𝐺    𝑖 = 1, … , 𝑛  (95) 

𝑘𝑖
𝐵𝐺 ≤  𝐵𝐺𝑢𝑝 ∙  𝑌𝑖

𝐵𝐺     𝑖 = 1, … , 𝑛  (96) 

where 𝐵𝐺𝑙𝑜𝑤 is the lower limit and 𝐵𝐺𝑢𝑝 is the upper limit.  

 Biogas heater 

As the biogas generator, the thermal energy produced by the biogas heater cannot be 

greater than the biogas production capacity of the biodigester system: 

𝐸𝑖,𝑚,𝑝
𝐵𝐻 ≤  𝑄𝑏ℎ𝑤𝑖,𝑚,𝑝 ∙ 𝐻𝑏 ∙  𝑛𝑒𝐵𝐻    𝑖 = 1, … , 𝑛; 𝑚 = 1, … 𝑘; 𝑝 = 1, … ℎ (97) 

where 𝐸𝑖,𝑚,𝑝
𝐵𝐻  is the thermal energy produced (kW), 𝑛𝑒𝐵𝐻 is the thermal efficiency of the 

biogas heater, 𝐻𝑏 is calorific capacity of biogas (kWh/m3).  

It is more common to find information about the capacity of the heating equipment 

in liters in the market, the energy balance equation represents the energy in kW required 

to heat a quantity of water in L. This considers the room temperature in each period 

(𝑚, 𝑝) (𝑇𝑚,𝑝
𝐸𝑛𝑣, ºC) and the desired temperature of hot water (𝑇𝑠𝑡𝑜𝑟𝑎𝑔𝑒, ºC) use and is 

expressed as: 

𝐸𝑖,𝑚,𝑝
𝐵𝐻 =   

𝑐𝑝𝑤𝑎𝑡𝑒𝑟  ∙ 𝐻𝑊𝑖,𝑚,𝑝
𝐵𝐻 ∙ 𝜌𝑤𝑎𝑡𝑒𝑟  ∙ (𝑇𝑠𝑡𝑜𝑟𝑎𝑔𝑒 − 𝑇𝑚,𝑝

𝐸𝑛𝑣)

3600
   

 𝑖 = 1, … , 𝑛; 𝑚 = 1, … 𝑘; 𝑝 = 1, … ℎ 

 

(98) 

where 𝑐𝑝𝑤𝑎𝑡𝑒𝑟 is the heat capacity of water and corresponds to 4.18 kJ/kg, 𝜌𝑤𝑎𝑡𝑒𝑟 is the 

water density and corresponds to 1 kg/L, 𝐻𝑊𝑖,𝑚,𝑝
𝐵𝐻  is the amount of hot water produced 

(L).  

The capacity of the biogas heater must be greater than or equal to the amount of hot 

water produced: 

𝑘𝑖
𝐵𝐻 ≥  𝐻𝑊𝑖,𝑚,𝑝

𝐵𝐻    𝑖 = 1, … , 𝑛; 𝑚 = 1, … 𝑘; 𝑝 = 1, … ℎ 

 
(99) 
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The hot water produced (𝐻𝑊𝑖,𝑚,𝑝
𝐵𝐻 ) can be consumed for own use (𝐻𝑊𝑖,𝑚,𝑝

𝑆𝐸𝐿𝐹,𝐵𝐻) or be 

transferred to another house (𝐻𝑊𝑖,𝑚,𝑝
𝑇𝑅𝐴𝑁𝑆𝐹𝐸𝑅,𝐵𝐻): 

𝐻𝑊𝑖,𝑚,𝑝
𝐵𝐻 =  𝐻𝑊𝑖,𝑚,𝑝

𝑆𝐸𝐿𝐹,𝐵𝐻 + ∑ 𝐻𝑊𝑖,𝑚,𝑝
𝑇𝑅𝐴𝑁𝑆𝐹𝐸𝑅,𝐵𝐻

𝑗

 

 𝑖 = 1, … , 𝑛; 𝑚 = 1, … 𝑘; 𝑝 = 1, … ℎ 

 

(100) 

Considering that the biogas heater does not store thermal energy and therefore must 

be activated only when in use, it does not transfer hot water from one house to another: 

𝐻𝑊𝑖,𝑗,𝑚,𝑝
𝑇𝑅𝐴𝑁𝑆𝐹𝐸𝑅,𝐵𝐻  = 0        𝑖 = 1, … , 𝑛; 𝑚 = 1, … 𝑘; 𝑝 = 1, … ℎ (101) 

The capacity of the heater must be within the capacity limits found in the market, 

when the equipment is installed (𝑌𝑖
𝐵𝐻), hence: 

𝑘𝑖
𝐵𝐻 ≥   𝐵𝐻𝑙𝑜𝑤 ∙  𝑌𝑖

𝐵𝐻     𝑖 = 1, … , 𝑛  (102) 

𝑘𝑖
𝐵𝐻 ≤  𝐵𝐻𝑢𝑝 ∙  𝑌𝑖

𝐵𝐻     𝑖 = 1, … , 𝑛  (103) 

where 𝐵𝐻𝑙𝑜𝑤 is the lower limit of capacity (L/h) and 𝐵𝐻𝑢𝑝 is the upper limit of capacity 

(L/h).  

 Solar collector  

 The solar hot water generation system is composed of a solar collector to capture 

the energy and a solar tank to store the produced hot water. As in the photovoltaic panel, 

the thermal energy captured by the solar collector (𝐸𝑖,𝑚,𝑝
𝑆𝐶 ) cannot exceed its capacity, 

hence:  

𝐸𝑖,𝑚,𝑝
𝑆𝐶  ≤  𝐴𝑖

𝑆𝐶 ∙  𝐼𝑡𝑚,𝑝 ∙ 𝑛𝑒𝑚,𝑝
𝑆𝐶  ∙ 𝐾𝐿 ∙  𝑌𝑖

𝑆𝑇    𝑖 = 1, … , 𝑛; 𝑚 = 1, … 𝑘; 𝑝

= 1, … ℎ 
(104) 

which is dependent on the solar irradiation (𝐼𝑡𝑚,𝑝, kWh/m2), solar collector area 

(𝐴𝑖
𝑆𝐶 , m2), collector efficiency (𝑛𝑒𝑚,𝑝

𝑆𝐶 ), the coefficient of power losses in diodes (𝐾𝐿) and 

whether or not the solar collector is installed (𝑌𝑖
𝑆𝑇). Due to the multiplication of the 

binary variable (𝑌𝑖
𝑆𝑇) and the solar collector area (𝐴𝑖

𝑆𝐶) this equation is non-linear.  

As the photovoltaic panel, the efficiency of the solar collector (𝑛𝑒𝑚,𝑝
𝑆𝐶 ) was also 

considered to vary with time and is expressed as suggested by Karamov et al. (2021): 

𝑛𝑒𝑚,𝑝
𝑆𝐶 =  𝑛𝑒𝑒𝑆𝐶 ∙ [(1 − 𝛽𝑆) ∗ 𝑇𝑚,𝑝

𝑃𝑉
𝑆𝐶 − 48]  𝑚 = 1, … 𝑘; 𝑝 = 1, … ℎ     

 

(105) 
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where 𝑛𝑒𝑒𝑃𝑉 is the rated energy efficiency of the photovoltaic panel and 𝑇𝑚,𝑝
𝑃𝑉/𝑆𝐶

 can be 

found in Eq. (73). 

Similarly to the biogas heater, it is more usual to find the capacity of the solar tank in 

liters, so the energy balance equation represents the energy in kW required to heat a 

quantity of water in L:  

𝐸𝑖,𝑚,𝑝
𝑆𝐶 =   

𝑐𝑝𝑤𝑎𝑡𝑒𝑟  ∙ 𝐻𝑊𝑖,𝑚,𝑝
𝑆𝐶 ∙ 𝜌𝑤𝑎𝑡𝑒𝑟  ∙ (𝑇𝑠𝑡𝑜𝑟𝑎𝑔𝑒 − 𝑇𝑚,𝑝

𝐸𝑛𝑣)

3600
       𝑖

= 1, … , 𝑛; 𝑚 = 1, … 𝑘; 𝑝 = 1, … ℎ  

(106) 

 

where 𝑐𝑝𝑤𝑎𝑡𝑒𝑟 is the heat capacity of water and corresponds to  4.18 kJ/kg, 𝜌𝑤𝑎𝑡𝑒𝑟 is the 

water density and corresponds to 1 kg/L, 𝐻𝑊𝑖,𝑚,𝑝
𝑆𝐶  is the amount of hot water produced 

(L/h), 𝑇𝑚,𝑝
𝐸𝑛𝑣 is the room temperature in each period (𝑚, 𝑝) (°C) and (𝑇𝑠𝑡𝑜𝑟𝑎𝑔𝑒) is the 

desired temperature of hot water (°C). 

 The hot water produced is stored (𝐻𝑊𝑖,𝑚,𝑝
𝑆𝑇𝑂𝑅𝐴𝐺𝐸,𝑆𝐶 , L/h) to be used later: 

𝐻𝑊𝑖,𝑚,𝑝
𝑆𝐶 =   𝐻𝑊𝑖,𝑚,𝑝

𝑆𝑇𝑂𝑅𝐴𝐺𝐸,𝑆𝐶     𝑖 = 1, … , 𝑛; 𝑚 = 1, … 𝑘; 𝑝 = 1, … ℎ  

 
(107) 

 Thermal storage 

The hot water produced in the solar collector is fed into the thermal storage system:  

𝐻𝑊𝑖,𝑚,𝑝
𝑇𝑆,𝑖𝑛 =   𝐻𝑊𝑖,𝑚,𝑝

𝑆𝑇𝑂𝑅𝐴𝐺𝐸,𝑆𝐶     𝑖 = 1, … , 𝑛;  𝑚 = 1, … 𝑘; 𝑝 = 1, … ℎ 

 
(108) 

where 𝐻𝑊𝑖,𝑚,𝑝
𝑇𝑆,𝑖𝑛 is the hot water inserted into thermal storage.  

The mass balance at the storage tank might be expressed as (SIDNELL et al., 2021a): 

𝐻𝑊𝑖,𝑚,𝑝
𝑇𝑆 = (1 −  𝜁) ∙ 𝐻𝑊𝑖,𝑚,𝑝−1

𝑇𝑆 + 𝐻𝑊𝑖,𝑚,𝑝
𝑇𝑆,𝑖𝑛 − 𝐻𝑊𝑖,𝑚,𝑝

𝑇𝑆,𝑜𝑢𝑡       𝑖

= 1, … , 𝑛; 𝑚 = 1, … 𝑘; 𝑝 = 1, … ℎ  
(109) 

where 𝐻𝑊𝑖,𝑚,𝑝
𝑇𝑆  is the hold up of hot water in the tank (L) at any time (𝑚, 𝑝), 𝐻𝑊𝑖,𝑚,𝑝−1

𝑇𝑆  

(L) is the previous state of the hold up, 𝜁 is the loss coefficient for thermal storage, 

𝐻𝑊𝑖,𝑚,𝑝
𝑇𝑆,𝑖𝑛 is the mass of hot water that enters the tank at the time (𝑚, 𝑝) and 𝐻𝑊𝑖,𝑚,𝑝

𝑇𝑆,𝑜𝑢𝑡(L) 

is the mass of hot water that leaves the tank at the same time instant.  

The energy removed from the system cannot be greater than the hot water that was 

loaded into the system: 

𝐻𝑊𝑖,𝑚,𝑝
𝑇𝑆,𝑜𝑢𝑡 ≤ (1 −  𝜁) ∙ 𝐻𝑊𝑖,𝑚,𝑝−1

𝑇𝑆     𝑖 = 1, … , 𝑛; 𝑚 = 1, … 𝑘; 𝑝 = 1, … ℎ (110) 
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The hot water taken from the tank can be shared with the other houses 

(𝐻𝑊𝑖,𝑗,𝑚,𝑝
𝑇𝑅𝐴𝑁𝑆𝐹𝐸𝑅,𝑇𝑆) or can be used for self-consumption (𝐻𝑊𝑖,𝑚,𝑝

𝑆𝐸𝐿𝐹,𝑇𝑆): 

𝐻𝑊𝑖,𝑚,𝑝
𝑇𝑆,𝑜𝑢𝑡 = ∑ 𝐻𝑊𝑖,𝑗,𝑚,𝑝

𝑇𝑅𝐴𝑁𝑆𝐹𝐸𝑅,𝑇𝑆

𝑗

+   𝐻𝑊𝑖,𝑚,𝑝
𝑆𝐸𝐿𝐹,𝑇𝑆  𝑖 = 1, … , 𝑛; 𝑚

= 1, … 𝑘; 𝑝 = 1, … ℎ  

(111) 

 The installed capacity of the thermal storage tank (𝑘𝑖
𝑆𝑇, L) must be equal to or greater 

than the amount of hot water entering the unit plus the amount already in it at any given 

time (𝑚, 𝑝): 

𝑘𝑖
𝑇𝑆 ≥  (1 −  𝜁) ∙ 𝐻𝑊𝑖,𝑚,𝑝−1

𝑇𝑆  +  𝐻𝑊𝑖,𝑚,𝑝
𝑇𝑆,𝑖𝑛        𝑖 = 1, … , 𝑛; 𝑚 = 1, … 𝑘; 𝑝

= 1, … ℎ  
(112) 

 The volume of hot water stored in the unit cannot exceed its capacity: 

𝐻𝑊𝑖,𝑚,𝑝
𝑇𝑆 ≤ 𝑘𝑖

𝑇𝑆         𝑖 = 1, … , 𝑛; 𝑚 = 1, … 𝑘; 𝑝 = 1, … ℎ  (113) 

In addition, the capacity of the solar tank must be within the capacity limits available 

in the market, when the equipment is installed (𝑌𝑖
𝑇𝑆): 

𝑘𝑖
𝑇𝑆 ≥   𝑇𝑆𝑙𝑜𝑤 ∙  𝑌𝑖

𝑇𝑆   𝑖 = 1, … , 𝑛   (114) 

 𝑘𝑖
𝑇𝑆 ≤  𝑇𝑆𝑢𝑝 ∙  𝑌𝑖

𝑇𝑆    𝑖 = 1, … , 𝑛   (115) 

where 𝑇𝑆𝑙𝑜𝑤 is the lower limit (L) and 𝑇𝑆𝑢𝑝 is the upper limit (L).  

 Electric shower 

For the electric shower, the thermal energy (𝐸𝑖,𝑚,𝑝
𝐸𝑆 , 𝑘𝑊) produced must be less than 

or equal to the product of the shower's capacity (𝑘𝑖
𝐸𝑆) and efficiency (𝑛𝑒𝐸𝑆): 

𝐸𝑖,𝑚,𝑝
𝐸𝑆 ≤   𝑘𝑖

𝐸𝑆 ∙  𝑛𝑒𝐸𝑆      𝑖 = 1, … , 𝑛; 𝑚 = 1, … 𝑘; 𝑝 = 1, … ℎ  (116) 

The energy produced is used for self-consumption: 

𝐸𝑖,𝑚,𝑝
𝐸𝑆 =   𝐸𝑖,𝑚,𝑝

𝑆𝐸𝐿𝐹,𝐸𝑆     𝑖 = 1, … , 𝑛; 𝑚 = 1, … 𝑘; 𝑝 = 1, … ℎ   (117) 

In order to find the amount of hot water in liter corresponding to the thermal energy 

generated, the energy balance equation was used and represents the energy in kW 

required to heat a quantity of water in L: 

𝐸𝑖,𝑚,𝑝
𝑆𝐸𝐿𝐹,𝐸𝑆 =   

𝑐𝑝𝑤𝑎𝑡𝑒𝑟  ∙ 𝐻𝑊𝑖,𝑚,𝑝
𝑆𝐸𝐿𝐹,𝐸𝑆 ∙ 𝜌𝑤𝑎𝑡𝑒𝑟  ∙ (𝑇𝑢𝑠𝑒 − 𝑇𝑚,𝑝

𝐸𝑛𝑣)

3600
      (118) 
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 𝑖 = 1, … , 𝑛; 𝑚 = 1, … 𝑘; 𝑝 = 1, … ℎ   

where 𝐻𝑊𝑖,𝑚,𝑝
𝑆𝐸𝐿𝐹,𝐸𝑆 is the hot water produced that can be consumed for own use (L), 

𝑐𝑝𝑤𝑎𝑡𝑒𝑟 is the heat capacity of water and corresponds to  4.18 kJ/kg, 𝜌𝑤𝑎𝑡𝑒𝑟 is the water 

density and corresponds to 1 kg/L, 𝑇𝑢𝑠𝑒 is the desired temperature of hot water (ºC) and 

(𝑇𝑚,𝑝
𝐸𝑛𝑣)  is the room temperature in each period (𝑚, 𝑝) (ºC). 

In addition, the capacity of the electric shower must be within the capacity limits 

found in the market, when the equipment is installed (𝑌𝑖
𝐸𝑆): 

𝑘𝑖
𝐸𝑆 ≥   𝐸𝑆𝑙𝑜𝑤 ∙  𝑌𝑖

𝐸𝑆    𝑖 = 1, … , 𝑛   (119) 

𝑘𝑖
𝐸𝑆 ≤  𝐸𝑆𝑢𝑝 ∙  𝑌𝑖

𝐸𝑆    𝑖 = 1, … , 𝑛   (120) 

where 𝐸𝑆𝑙𝑜𝑤 is the lower limit (kW) and 𝐸𝑆𝑢𝑝 is the upper limit (kW).  

 Gas heater 

For the gas heater, the hot water produced (𝐻𝑊𝑖,𝑚,𝑝
𝐺𝐻 , L/h) must be less than or equal 

to the capacity of the heater (𝑘𝑖
𝐺𝐻 , L/h): 

𝐻𝑊𝑖,𝑚,𝑝
𝐺𝐻 ≤   𝑘𝑖

𝐺𝐻     𝑖 = 1, … , 𝑛; 𝑚 = 1, … 𝑘; 𝑝 = 1, … ℎ (121) 

 The hot water produced can be consumed for own use (𝐻𝑊𝑖,𝑚,𝑝
𝑆𝐸𝐿𝐹,𝐺𝐻, L/h) or to be 

transferred to another house (𝐻𝑊𝑖,𝑗,𝑚,𝑝
𝑇𝑅𝐴𝑁𝑆𝐹𝐸𝑅,𝐺𝐻, L/h): 

𝐻𝑊𝑖,𝑚,𝑝
𝐺𝐻 =   𝐻𝑊𝑖,𝑚,𝑝

𝑆𝐸𝐿𝐹,𝐺𝐻 +  ∑ 𝐻𝑊𝑖,𝑗,𝑚,𝑝
𝑇𝑅𝐴𝑁𝑆𝐹𝐸𝑅,𝐺𝐻

𝑗

    𝑖 = 1, … , 𝑛; 𝑚

= 1, … 𝑘; 𝑝 = 1, … ℎ 

(122) 

In order to calculate the consumption of natural gas by the heater, the energy balance 

equation was used and represents the energy in kW required to heat a quantity of water 

in L: 

𝐸𝑖,𝑚,𝑝
𝐺𝐻 =   (

𝑐𝑝𝑤𝑎𝑡𝑒𝑟  ∙ 𝐻𝑊𝑖,𝑚,𝑝
𝐺𝐻 ∙ 𝜌𝑤𝑎𝑡𝑒𝑟  ∙ (𝑇𝑢𝑠𝑒 − 𝑇𝑚,𝑝

𝐸𝑛𝑣)

3600
) ∙ 𝑛𝑒𝐺𝐻         

 𝑖 = 1, … , 𝑛; 𝑚 = 1, … 𝑘; 𝑝 = 1, … ℎ 

(123) 

where 𝐸𝑖,𝑚,𝑝
𝐺𝐻  is the energy corresponding to the hot water produced (kW), 𝑐𝑝𝑤𝑎𝑡𝑒𝑟 is the 

heat capacity of water and corresponds to  4.18 kJ/kg, 𝜌𝑤𝑎𝑡𝑒𝑟 is the water density and 

corresponds to 1 kg/L, 𝑇𝑢𝑠𝑒 is the desired temperature of hot water (°C) and (𝑇𝑚,𝑝
𝐸𝑛𝑣)  is 

the room temperature in each period (𝑚, 𝑝) (°C), 𝑛𝑒𝐺𝐻 gas heater efficiency.  
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Considering that the gas heater does not store thermal energy and therefore must be 

activated only when in use, it does not transfer hot water from one house to another: 

𝐻𝑊𝑖,𝑗,𝑚,𝑝
𝑇𝑅𝐴𝑁𝑆𝐹𝐸𝑅,𝐺𝐻  = 0 (124) 

 The capacity of the gas heater must be within the capacity limits found in the market, 

when the equipment is installed (𝑌𝑖
𝐺𝐻): 

𝑘𝑖
𝐺𝐻 ≥   𝐺𝐻𝑙𝑜𝑤 ∙  𝑌𝑖

𝐺𝐻       𝑖 = 1, … , 𝑛  (125) 

𝑘𝑖
𝐺𝐻 ≤  𝐺𝐻𝑢𝑝 ∙  𝑌𝑖

𝐺𝐻       𝑖 = 1, … , 𝑛 (126) 

where 𝐺𝐻𝑙𝑜𝑤 is the lower limit (L/h) and 𝐺𝐻𝑢𝑝 is the upper limit (L/h).  

 Air conditioning  

For the air conditioning, the cooling air produced in each period (𝑚, 𝑝) (𝐸𝑖,𝑚,𝑝
𝐴𝐶 , kW) 

must be less than or equal to the capacity of the air conditioning unit (𝑘𝑖
𝐴𝐶 , kW): 

𝐸𝑖,𝑚,𝑝
𝐴𝐶 ≤   𝑘𝑖

𝐴𝐶      𝑖 = 1, … , 𝑛; 𝑚 = 1, … 𝑘; 𝑝 = 1, … ℎ (127) 

 The capacity of the air conditioning must be within the capacity limits found in the 

market, when the equipment is installed (𝑌𝑖
𝐴𝐶): 

𝑘𝑖
𝐴𝐶 ≥   𝐴𝐶𝑙𝑜𝑤 ∙  𝑌𝑖

𝐴𝐶     𝑖 = 1, … , 𝑛  (128) 

 𝑘𝑖
𝐴𝐶 ≤  𝐴𝐶𝑢𝑝 ∙  𝑌𝑖

𝐴𝐶      𝑖 = 1, … , 𝑛  (129) 

where 𝐴𝐶𝑙𝑜𝑤 is the lower limit (kW) and 𝐴𝐶𝑢𝑝 is the upper limit (kW).  

 Battery (electrical storage) 

 Initially, the state of charge of battery systems found in Mbungu et al. (2020) was 

considered. However, the computational effort of the model made it impossible to find 

a solution to the problem. Therefore, the presented model did not consider the state of 

charge of battery systems as presented in Sidnell et al. (2021a). 

 The amount of electricity in the storage unit at any time (𝐸𝑖,𝑚,𝑝
𝑆𝑇𝑂𝑅𝐴𝐺𝐸,𝐵𝑇, kW), can be 

expressed a correlation of the amount that was already stored in the battery 

(𝐸𝑖,𝑚,𝑝−1
𝑆𝑇𝑂𝑅𝐴𝐺𝐸,𝐵𝑇) (kW) considering the energy loss due to storage, plus the amount that 

enters the battery (𝐸𝑖,𝑚,𝑝
𝑆𝑇𝑂𝑅𝐴𝐺𝐸 𝐼𝑁,𝐵𝑇, kW) considering the charge rate per time, and 

subtracted from the amount of energy that is removed from the battery 

(𝐸𝑖,𝑚,𝑝
𝑆𝑇𝑂𝑅𝐴𝐺𝐸 𝑂𝑈𝑇,𝐵𝑇, kW) considering the discharge rate per time (SIDNELL et al., 2021a): 
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𝐸𝑖,𝑚,𝑝
𝑆𝑇𝑂𝑅𝐴𝐺𝐸,𝐵𝑇 = (1 − 𝜃) ∙ 𝐸𝑖,𝑚,𝑝−1

𝑆𝑇𝑂𝑅𝐴𝐺𝐸,𝐵𝑇 + ℎ𝑜𝑢𝑟𝑠𝑝 ∙  (1 − 𝑋)

∙ 𝐸𝑖,𝑚,𝑝
𝑆𝑇𝑂𝑅𝐴𝐺𝐸 𝐼𝑁,𝐵𝑇 −  

ℎ𝑜𝑢𝑟𝑠𝑝 ∙ 𝐸𝑖,𝑚,𝑝
𝑆𝑇𝑂𝑅𝐴𝐺𝐸 𝑂𝑈𝑇,𝐵𝑇

(1 − ∆𝑋)
    

 𝑖 = 1, … , 𝑛; 𝑚 = 1, … 𝑘; 𝑝 = 1, … ℎ  

(130) 

where 𝜃 is the static loss coefficient (%), 𝑋 is the load rate (%) and ∆𝑋 discharge rate 

(%).  

The maximum amount of electricity stored by the electrical storage unit (𝑘𝑖
𝐵𝑇) must 

be greater or equal to the sum between the amount of energy that is already stored in 

the battery and the amount that is charged in the battery:  

𝑘𝑖
𝐵𝑇 ≥  ℎ𝑜𝑢𝑟𝑠𝑝 ∙  (1 − 𝑋) ∙ 𝐸𝑖,𝑚,𝑝

𝑆𝑇𝑂𝑅𝐴𝐺𝐸 𝐼𝑁,𝐵𝑇 +   (1 − 𝜃) ∙ 𝐸𝑖,𝑚,𝑝−1
𝑆𝑇𝑂𝑅𝐴𝐺𝐸,𝐵𝑇  

 𝑖 = 1, … , 𝑛; 𝑚 = 1, … 𝑘; 𝑝 = 1, … ℎ  
(131) 

 In addition, what is consumed from the battery cannot exceed what is charged inside 

it: 

ℎ𝑜𝑢𝑟𝑠𝑝 ∙ 𝐸𝑖,𝑚,𝑝
𝑆𝑇𝑂𝑅𝐴𝐺𝐸 𝑂𝑈𝑇,𝐵𝑇

(1 − ∆𝑋)
≤  (1 − 𝜃) ∙ 𝐸𝑖,𝑚,𝑝−1

𝑆𝑇𝑂𝑅𝐴𝐺𝐸,𝐵𝑇    

𝑖 = 1, … , 𝑛; 𝑚 = 1, … 𝑘; 𝑝 = 1, … ℎ 

(132) 

 The energy charged inside the battery comes from distributed energy resources: 

𝐸𝑖,𝑚,𝑝
𝑆𝑇𝑂𝑅𝐴𝐺𝐸 𝐼𝑁,𝐵𝑇 =  𝐸𝑖,𝑚,𝑝

𝑆𝑇𝑂𝑅𝐴𝐺𝐸,𝐺𝐵 + 𝐸𝑖,𝑚,𝑝
𝑆𝑇𝑂𝑅𝐴𝐺𝐸,𝑃𝑉 + 𝐸𝑖,𝑚,𝑝

𝑆𝑇𝑂𝑅𝐴𝐺𝐸,𝑊𝑇   

 𝑖 = 1, … , 𝑛; 𝑚 = 1, … 𝑘; 𝑝 = 1, … ℎ  
(133) 

The energy going into and coming out of the battery is limited by the maximum charge 

rate and maximum discharge rate, respectively: 

ℎ𝑜𝑢𝑟𝑠𝑝 ∙ (1 − 𝑋) ∙ 𝐸𝑖,𝑚,𝑝
𝑆𝑇𝑂𝑅𝐴𝐺𝐸 𝐼𝑁,𝐵𝑇 ≤  𝑘𝑖

𝐵𝑇 ∙ 𝑋𝑢𝑝   𝑖 = 1, … , 𝑛; 𝑚

= 1, … 𝑘; 𝑝 = 1, … ℎ  
(134) 

ℎ𝑜𝑢𝑟𝑠𝑝 ∙ 𝐸𝑖,𝑚,𝑝
𝑆𝑇𝑂𝑅𝐴𝐺𝐸 𝑂𝑈𝑇,𝐵𝑇

(1 − ∆𝑋)
≤  𝑘𝑖

𝐵𝑇 ∙ ∆𝑋𝑢𝑝   𝑖 = 1, … , 𝑛; 𝑚 = 1, … 𝑘; 𝑝

= 1, … ℎ   

(135) 

Furthermore, the battery capacity at any given time can be calculated using Depth of 

discharge (𝐷𝑂𝐶), which measures the part of the battery capacity that has not been 

charged: 

(1 − 𝐷𝑂𝐶) ∙ 𝑘𝑖
𝐵𝑇 ≤  𝐸𝑖,𝑚,𝑝

𝑆𝑇𝑂𝑅𝐴𝐺𝐸,𝐵𝑇  𝑖 = 1, … , 𝑛; 𝑚 = 1, … 𝑘; 𝑝 = 1, … ℎ  (136) 

 The capacity of the battery must be within the capacity limits found in the market, 

when the equipment is installed (𝑌𝑖
𝐵𝑇): 
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𝑘𝑖
𝐵𝑇 ≥   𝐵𝑇𝑙𝑜𝑤 ∙  𝑌𝑖

𝐵𝑇      𝑖 = 1, … , 𝑛   (137) 

𝑘𝑖
𝐵𝑇 ≤  𝐵𝑇𝑢𝑝 ∙  𝑌𝑖

𝐵𝑇      𝑖 = 1, … , 𝑛  (138) 

where 𝐵𝑇𝑙𝑜𝑤 is the lower limit (kW) and 𝐵𝑇𝑢𝑝 is the upper limit (kW).  

III.5. Model Implementation  

Since a higher accuracy in the results was prioritized, the Mixed Integer Nonlinear 

Programming (MINLP) model was deemed more appropriate for capturing the 

complexities of the incentive policy selection constraints and solar collector operating 

constraints. Thus, the model includes three nonlinear equations (Eq. 42, 43 and 104) in 

addition to the linear equations and consists of both discrete and continuous variables 

that can be found in Appendix E. The general mathematical notation of the problem can 

be represented as follows: 

min. 𝐶𝑇𝑂𝑇𝐴𝐿(𝑥, 𝑦) 

 

s.t. 𝑥, 𝑦 ∈  Ω 

Ω = {x ∈ RN, y ∈  ZN| 𝑔𝑖(y) ≥ 0, i = 1, … , s, ℎ𝑖(x, y) ≥ 0, i

= 1, … , m, ℎ𝑖(x) = 0, 𝑖 = 1, … , 𝑝} 

 

(139) 

where 𝐶𝑇𝑂𝑇𝐴𝐿 is the objective function, x and y are the continuous and binary decision 

variables respectively, and these are subject to a set of constraints in Ω. 

According to Tan et al. (2013) and considering what was discussed in the previous 

chapter, MINLP problems can be solved using General Algebraic Modelling System 

(GAMS) software (GAMS, 2021). This software is integrated with several solvers capable 

of solving many different types of optimization problems. Among these solvers are 

BARON, CPLEX, MOSEK, SNOPT. For the present model, the Branch-And-Reduce 

Optimization Navigator (BARON) solver was used, since this solver is capable to handle 

a wide range of MINLP problems, including those with nonlinear equations, discrete 

variables, and multiple local optima (TAWARMALANI, SAHINIDIS, 2005; SAHINIDIS, 

2021). To ensure local optimum, upper and lower bond values are entered for all 

decision variables. 

III.6. Conclusion 

The proposed model introduces several novel aspects that differentiate it from the 

state-of-the-art, including: the adoption of a clustering procedure for systematic 
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determination of the time period for comparison with empirical method; consideration 

of time-dependent efficiency profiles for renewable resources subject to weather 

conditions for analysis in energy behavior among houses in the microgrid; investigation 

of the feasibility of biogas implementation in microgrids; selection of the best renewable 

energy incentive policy; and consideration of eleven different technologies to meet 

various energy demands. These aspects make the proposed model more comprehensive 

and tailored to real-world microgrid configurations, addressing some of the gaps in the 

literature and providing valuable insights for microgrid design and optimization. 

The next chapter will look at each method of splitting the time horizon influences 

the results. In addition, results and discussions will be presented for different demand 

and configuration scenarios in order to observe the applicability of the model as well as 

the advantages of implementing distributed renewable energy resources in a set of 

houses. This will be done through a detailed analysis of costs, problem size and solution 

time.  
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CHAPTER IV – RESULTS AND 
DISCUSSION 

___________________________________ 

IV.1. Introduction 

As discussed in the first chapter, Brazil has a high potential for the use of 

renewable energy due to its high availability of natural resources. Taking this into 

consideration and based on the framework presented in the previous chapter, this 

chapter aims to apply the proposed model to a residential network in the city of 

Salvador, Bahia, Brazil.  

According to the Brazilian Institute of Geography and Statistics (IBGE: Instituto 

Brasileiro de Geografia e Estatística) in 2020, 7.9 million of Brazilians worked remotely 

due to the COVID-19 pandemic. According to Manokha (2020), there is a tendency for 

this method of work to continue being applied even after the pandemic. Therefore, this 

chapter will analyze the impact of consumption dynamics on the sizing of microgrids in 

Brazil during the period before and after COVID-19.  

Thus, the applicability of the clustering method to define the time horizon in the 

sizing and selection of distributed energy resources is exposed. This is done by 

comparing the results of the empirical method and the clustering method for the pre-

COVID scenario for 5 houses.  

In order to compare the model with the time-dependent efficiency profile and with 

constant efficiency, the results for the pre-COVID scenario for 5 houses are generated. 

In addition, the model that considers the time horizon splitting method and time-

dependent profile for renewable resource efficiencies is generated for the pre- and post-

COVID scenarios for 5 and 10 houses.These results will be compared with each other in 

terms of total and environmental cost, and energy resource sizing. Finally, a statistical 

analysis of the model will be performed in order to verify the computational effort for 

each scenario.
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IV.2. Description of the case study 

The selected study site was the city of Salvador, Bahia, Brazil. The country 

currently adopts the renewable resources incentive policy based on Net Metering, 

hence it will be analyzed whether this option remains viable for all scenarios. Currently, 

Brazil does not have a well-defined carbon pricing. Therefore, in order to find the 

environmental costs of the renewable resources, base values were considered in 

relation to countries that already have well-defined carbon pricing such as the UK, which 

adopts a carbon tax value of R$0.12/kg CO2 using a conversion of R$6.58/£ (Sidnell et al, 

2021). Considering that the GDP in Brazil is approximately half the value of the UK, the 

carbon tax in Brazil was estimated as R$0.06/kg CO2. In addition, for the calculation of 

the capital recovery factor an interest rate of 0.07 and 20 years was considered. 

The upper and lower limits of the model resources were stipulated according to 

local constraints, capacity limits found in the market and regulations. The fixed costs 

were estimated according to studies such as Mustafa (2010) and the variable costs, 

according to the fuel or the water price when the equipment generates hot water. These 

parameters are presented in Appendix A. This chapter reports the other parameters 

used for the case study, which include the distance between the residences in the 

microgrid, the energy demand profile, the environmental data for the region found in 

the World Bank Group (2022); DTU Wind Energy (2022), the grid energy and natural gas 

prices.  

IV.2.1 Parameters  

The case study considered the Rua das Estrelícias in Alphaville 2, Salvador, Bahia 

to define the average distance between the houses in the model. Table 16 show the 

distances between the houses, as well as the distance between the houses and the 

biodigester installed for 10 houses. In addition, the hatched area in the table refers to 

the distances for the micro-grid of 5 houses.  
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Table 16 - Distance between houses in meters for the scenario with 10 houses. 

 i1 i2 i3 i4 i5 i6 i7 i8 i9 i10 

i1 0 5 23 13 18 41 59 54 72 53 

i2 5 0 5 18 13 28 46 49 67 58 

i3 23 5 0 36 18 8 23 36 54 76 

i4 13 18 36 0 5 59 36 69 87 10 

i5 18 13 18 5 0 82 59 46 64 15 

i6 41 28 8 59 82 0 36 18 41 99 

i7 59 46 23 36 59 36 0 13 18 122 

i8 54 49 36 69 46 18 13 0 5 109 

i9 72 67 54 87 64 41 18 5 0 117 

i10 53 58 76 10 15 99 122 109 117 0 

Biodigester 36 18 18 23 5 18 41 23 51 28 

 

a. Weather data 

Figure 46 shows the behavior of solar irradiation (a), ambient temperature (b), wind 

speed (c) and wind power (d) in Salvador, Bahia. The data are divided into seasons for 

better visualization, as follows: m1: January, February, March, April, m2: May, June, July, 

August, September and m3: October, November, December. The explanation of the 

division of the year into these seasons will be presented below, in section IV.3.  

In season m1 the solar irradiation and consequently the temperature is higher than 

the other seasons; however, the wind speed and wind power are lower in season m1 

than in the other seasons. These variations in weather conditions between seasons can 

impact the design of the system and will be analyzed later.  
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(a) 

 

(b) 

 

(c) 

 

(d) 

 

Figure 46 - Behavior of the weather in Brazil: (a) Solar irradiation; (b) Temperature; (c) Wind 
speed; (d) Wind power. Source: World Bank Group (2022); DTU Wind Energy (2022) 

b. Electricity and natural gas prices 

In order to avoid overloading the power distribution system, Brazil adopts 

different electricity rates throughout the day. These are defined as peak, off-peak and 

intermediate time. Peak time for the state of Bahia is considered to be between 18:00 

and 20:59, where there is normally higher energy consumption in households. The 

intermediate schedule is the 2h before peak time (16:00 to 17:59) which characterizes 

the period that consumption starts to increase in relation to the off-peak schedule (the 

remaining hours) (NEOENERGIA COELBA, 2020). Figure 47 shows the variation in the 

price of electricity obtained from the central grid for both pre- and post-COVID 

scenarios. In the post-COVID case there was a 15% increase in the electricity rate during 

the peak period in relation to pre-COVID, a 10% increase in the off-peak period and 16% 

in the intermediate period, respectively. This increase can be attributed to the 

consequent increase in grid usage due to the COVID-19 pandemic.  
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The same behavior is observed with the prices for natural gas. As illustrated in 

Table 17, the value of natural gas per m3 was 53% higher in the post- than the pre-COVID 

scenario. In addition, the price of the fixed amount paid per month increased by 25%. 

 

 
Figure 47 - Electricity rate (R$/kW) from the central grid in Bahia for the pre- and post–COVID 

scenario. Source: BRASIL, 2019; BRASIL, 2022. 

Table 17- Cost of natural gas in Bahia for the pre-covid and post-covid states 

 

c. Demands 

The demands adopted in the model were electricity, cooling, hot water and gas 

for cooking. Because there are no studies that analyze the average Brazilian energy 

demand after COVID-19, the demands for the post-COVID scenario were estimated in 

relation to the pre-COVID case. For the electricity demand this value was 25% higher, 

with a continuous behavior during the day, due to the remote work often adopted at 

this time (MACEDO, 2021). Due to the lack of data and information on how the other 

demand profiles perform in the post-COVID scenario, only the percentage increase over 

the pre-COVID profile was considered.  

For hot water demand an increase of 15% was considered, for cooling demand, 

an increase of 50%, and for cooking gas, an increase of 25%. The behavior of the 

demands per season during the day is shown in Figure 48.  

      

Gas Cost Pre-COVID Post-COVID References 

Natural Gas (R$/m3) 0.40 0.52 BAHIAGAS (2019) 

Fix Gas (R$/month) 6.81 8.53 BAHIAGAS (2022) 
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Pre-COVID Post-COVID 

  

(a) 

  

(b) 

  

(c) 

  

(d) 

  

(e) 
  

(f) 

  

(g) 

  

(h) 

 

Figure 48 - Average  energy demand in Salvador, Brazil in the pre- and post-COVID scenarios 
for: (a-b) electrical demand (kW); (c-d) cooling demand (kW); (e-f) hot water (L); (g-h) gas 

for cooking (kW). Source: Baptista (2006); EPE (2018); EPE (2021).  

 Each household has a different consumption profile which depends on the number 

of people residing in the residence, and their way of life. To consider different profiles, 

a variation in demand was considered for each residence. Therefore, the average 



Chapter IV – Case Study 

 
 

Amorim, A. P. A.  Pg. 120 
 

demand presented in Figure 48 was multiplied by the scalars in Table 18 and thus the 

demand for each residence was estimated. 

Table 18 - Scalar of the demand for each house 

Houses Scalar 

i1, i6 0.2 

i2, i7 0.6 

i3, i8 1.0 

i4, i9 1.4 

i5, i10 1.8 

IV.3. Splitting the Time Horizon 

In order to separate the time horizon of the optimization problem, the methods 

(empirical and clustering) proposed in the previous chapter were applied to data of 

electric demand, solar irradiation and wind speed and electric energy price for a 

residence in Salvador, Bahia, Brazil. The definitions of each season as well as the time 

periods will be detailed below for each method. 

IV.1. The Empirical Method 

For comparison purposes with the systematic clustering method, the empirical 

method was applied only for the pre-COVID state. Thus, the division of the time horizon 

by this method is expressed in Figure 49. In this distribution, the year was divided into 

two seasons and seven periods of various durations in hours. 
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Figure 49 - Time period during the year and the day for the pre-COVID state with empirical 
method. 

IV.2. The Clustering Method  

The methodology for the clustering of time periods, explained in the previous 

chapter, was adopted for both the pre- and post-COVID scenarios. Figure 50 shows the 

time division found for the pre-COVID case. This was divided into three seasons and 

eigth periods.  

Figure 51 illustrates the distribution of time periods for the post-COVID scenario. 

This was divided into three seasons and five periods. The analysis performed to 

determine the time periods according to the methodology exposed in the previous 

chapter is in Appendix C, as well as the code used in the Python language is presented 

in Appendix B. 

It is observed that there was a reduction in the number of time periods from the Pre-

COVID to the Post-COVID scenario. This can be attributed to the fact that the Post-COVID 

scenario had a constant distribution of electrical demand throughout the day, allowing 

these periods to be aggregated into the same time cluster. 
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Figure 50 - Time period during the year for the pre-COVID scenario. 

 

Figure 51 - Time period during the day for the post-COVID state. 

IV.4. Results and discussions  

The following sections will present the microgrid configuration for different 

scenarios to show how the model implementation influence the microgrid design, 

namely: time horizon splitting method; time-dependent profile for efficiencies in wind 

and photovoltaic generation; demand profile; number of houses. Three different 

scenarios are considered, in addition to the baseline for each scenario, i.e. without 

distributed energy resources only considering the use of the central grid:  

 Scenario 1: time-dependent profiles for efficiency of the solar panel, solar 
collector and wind turbine were neglected; time domain was splitted using the 
clustering method. 

 Scenario 2: time-dependent profile for efficiencies of the solar panel, solar 
collector and wind turbine were considered; time domain was splitted using 
empirical method; 
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 Scenario 3: time-dependent profile for efficiencies of the solar panel, solar 
collector and wind turbine were considered; clustering of the time periods was 
carried out. 

  In addition, the simulations consider two situations: pre-COVID (E) and post-

COVID (O) in the characterization of the energy demand. Scenarios 1, 2 and 3 is 

evaluated during pre-COVID with 5 houses (S1E5, S2E5, S3E5), whereas Scenario 3 is 

further modeled for 5 houses during post-COVID (S3O5), 10 houses during pre-COVID 

(S3E10) and post-COVID (S3O10). For the baseline (B), since the distinction between 

S1E5 and S3E5 lies in the operation of renewable resources, and the baseline does not 

incorporate their use, the same baseline was used for both (B13E5). For the S2E5 

scenario the corresponding baseline is B2E5. For S3O5 the corresponding baseline is 

B3O5. For S3E10 the corresponding baseline is B3E10. For S3O10 the corresponding 

baseline is B3O10. This information is summarized in the Table 19. 

Table 19 – Simulated cases  
Scenario Empirical 

method 
Cluster 
method 

Time-
dependent 
profiles for 

efficiency of 
the DER 

Pre-
COVID 

Post-
COVID 

Houses Acronym 

1 No Yes No Yes No 5 S1E5 

2 Yes No Yes Yes No 5 S2E5 

3 

No Yes Yes Yes No 
5 S3E5 

10 S3E10 

No Yes Yes No Yes 
5 S3O5 

10 S3O10 

Baseline1,3 

No Yes No Yes No 
5 B13E5 

10 B13E10 

No Yes No No Yes 
5 B13O5 

10 B13O10 

Baseline 2 Yes No No Yes No 5 B2E5 

 

The impact on cost and desing for each scenario will be explained in the following 

sections. Finally, a model statistics analysis will be performed in order to verify the 

computational effort for each proposed model. The description of the behavior profile 

of energy generation and consumption for each scenario is explained in Appendix D. 

IV.4.1. S1E5: Scenario without time-dependent profile for efficiency of the DER and 

cluster method during pre-COVID for five houses 

Figure 52 depicts the optimal configuration for Scenario 1 (time-constant profiles 

and clustering) during pre-COVID for 5 houses. For all the houses, air conditioning is 
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installed to supply the cooling demand. Regarding electricity generation, only houses i1, 

i3 and i5 adopted the wind turbine. This can be attributed to the restriction of wind 

turbine allocation that cannot occur in neighboring houses.  

 

 

Figure 52 - Optimal energy resources and connections between houses for Scenario 1 during 
pre-COVID for five houses (S1E5). 

The photovoltaic panel was installed in all houses except house i1. In this 

scenario, the variation in the efficiency of the photovoltaic panel and wind turbine was 

not considered and this may have caused an overestimated utilization for the wind 

turbine and photovoltaic panel. This can be seen in the generation profiles for these 

resources in Appendix D. Due to this behavior, the energy generation was overestimated 

and therefore only the installation of the battery in the house i5 was considered, since 

this house has a higher electrical demand.  

Regarding hot water demand, house i1 is supplied by an electric shower, due to its 

lower demand, and all other houses have a solar collector coupled with a natural gas or 

biogas heater. The optimal microgrid shares energy and hot water. Houses i1 and i5 

transfer electricity to houses i4 and i2, respectively. This may happen because house i1 

has a lower demand, being able to share its surplus energy with house i4, which has a 

higher demand; while the larger equipment in house i5 can share energy with house i2. 

In addition, to meet the demand of house i5, hot water needs to be transferred from 

house i3. House i4 also receives excess of hot water produced by house i2. The results 

indicate that is more feasible to receive hot water from another house than to install a 

bigger equipment in the residence. The sizing of each equipment will be discussed in 

more detail in sub-section IV.7. 

A biodigester with a volume of 0.84 m3 was installed to supply the gas demand for 

cooking food and the biogas for the biogas heater in house i5. The amount of organic 

material produced per day in the household is sufficient to generate the biogas volume 

required to meet the demand for cooking-gas and biogas heater. Hence, purchasing 
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extra organic material is not required. In order to fulfill their gas for cooking needs, 

houses i1, i2, i3, and i4 opted for natural gas due to their lower demand compared to 

house i5. On the other hand, in house i5 some of the cooking gas demand was met by 

utilizing the biogas produced. In this situation it has become more feasible to use part 

of the biogas produced to meet the gas demand for cooking, in order to reduce the use 

of natural gas, than to use it completely for hot water demand, since the biogas 

produced was not enough to meet the entire hot water demand. In Appendix D, the 

optimal yearly profiles of electricity, hot water and gas for cooking production are 

discussed facing the demands of the households in the microgrid in more detail. 

IV.4.2. S2E5: Scenario with time-dependent profiles for efficiency of the DER and 

empirical method during pre-COVID for five houses 

Figure 53 represents the optimal configuration of the microgrid for Scenario 2 (time-

dependent profiles and no clustering) during pre-COVID for 5 houses. Air conditioning 

was used to meet the cooling demand in all the houses. In this scenario, due to the 

difference in the method of splitting the time horizon, the period of sunlight in the 

region is distributed over more than one-time period (p1 to p5), therefore the optimal 

solution considered the installation of solar panels for electricity generation and solar 

collectors for hot water generation in all the residences. In addition, wind turbines are 

considered in houses i1, i3 and i5 to meet the demand of electric energy. House i1 

produces more than necessary to meet its own demand, then it transfers energy to 

house i5. The same happens with house i3 that transfer energy to house i4. 

 

 

Figure 53 - Optimal energy resources and connections between houses for Scenario 2 during 
pre-COVID for five houses (S2E5). 
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The battery was installed in houses i1, i2 and i3. Installing a smaller battery in houses 

i1 and i3, which share energy with houses of higher demand i4 and i5, is more profitable 

than installing a larger battery in these houses (i4 and i5). Since house i2 has only 

photovoltaic energy to meet the demand, the battery was installed to meet the self-

demand when energy from the central network is more expensive. This will be discussed 

in more detail in the following sections. 

A biodigester was installed in the microgrid, with a volume of 0.86 m3, requiring 

0.0757 kg/day of extra organic matter. Under these conditions the demand of gas for 

cooking from house i1 in all seasons and time periods is supplied by biogas, as well as 

part of the hot water generation in the i1 and i5 houses.  This suggests that using biogas 

is a more feasible option than buying natural gas from the grid for cooking purposes in 

house i1. However, only natural gas was used for cooking in houses i2, i3, i4, and i5, as 

the limited production of biogas could not meet the demand of all households. 

For hot water generation, besides the solar collector, a biogas heater was installed 

in houses i1 and i5 and a natural gas heater in houses i2, i3 and i4. Due to the limited 

biogas production, it can be used in house i5, which has the highest energy demand, and 

the rest in house i1, which has the lowest. With this, house i1 can share the excess hot 

water produced with house i5. This is because it is more feasible to install a smaller 

capacity biogas heater unit in each house, rather than a larger capacity unit in house i5.   

The capacities of the equipment will be discussed in more detail in section IV.7 

Because natural gas has a continuous supply, it was used in the other houses to meet 

the rest of the demand that the solar collector could not meet. Also, the hot water was 

shared from house i3 to house i4 which has a higher demand than houses i1, i2 and i3. 

IV.4.3. S3E5: Scenario with time-dependent profile for efficiency of the DER and 

clustering method during pre-COVID for five houses  

Figure 54 expresses the optimal configuration for scenario 3 (time-dependent 

profiles and clustering) during pre-COVID for the microgrid with 5 houses. Air 

conditioning was used to meet the cooling demand in all the houses. In this scenario, 

due to the time horizon being divided by the clustering method, the period of sunlight 

in the region is distributed in 3 periods (p3 to p5), ensuring the best use of sunlight and, 

therefore, the installation of solar panels for electricity and solar collectors for hot water 

production in all homes was considered. In addition, for the generation of electric 

energy, wind turbines were considered in houses i1, i3 and i5. As well as in the previous 

scenario, because house i1 produced more than necessary to meet its own demand, it 

shares energy with house i5, and the same happened with house i3, sharing energy with 

house i4. 
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Figure 54- Optimal energy resources and connections between houses for Scenario 3 during 
pre-COVID for five houses (S3E5). 

The battery was installed in houses i1, i2 and i3. It seems to be more profitable 

to install a smaller battery in the houses (i1 and i3) which transfer energy to the houses 

of higher demand (i4 and i5) than to install a larger battery in these houses (i4 and i5). 

As in the previous scenario, because house i2 has only photovoltaic energy to meet the 

demand, the battery was considered to meet the demand at times when energy from 

the central grid is more expensive, as will be shown in more detail below. 

For the generation of hot water, besides the solar collector, a biogas heater was 

installed in house 5 and a natural gas heater in houses i1, i2, i3 and i4. This is due to the 

limited biogas production, preferably sent to house i5 because of its higher demand. The 

biodigester allocated in the system has 0.84 m3 and the biogas was distributed to house 

i5 to meet not only the gas demand for hot water generation, but also for cooking food, 

the generation profile can be found in Appendix D. The amount of organic matter 

produced per day in the household is sufficient to generate the volume of biogas needed 

to meet the gas demand for cooking and biogas heater. Since natural gas has a 

continuous supply, it was used in the other houses to meet the remaining hot water 

demand not met by the solar collector and the cooking gas demand in houses i1,i2,i3 

and i4. In addition, house i5 receives hot water from house i1, and house i4, which has 

the highest demand among houses i1, i2 and i3, receives hot water from house i3. 

Finally, it was observed that there was a greater amount of resources installed in this 

scenario than scenario 1, for instance. This is due to the fact that this scenario considers 

the time-dependency of the energy resource efficiencies, so more energy capacity was 

needed to supply the demand. A more detailed analysis of this will be made in the 

section IV.8.  
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IV.4.4. S3O5: Scenario with time-dependent profile for efficiency of the DER and 

clustering method during post-COVID for five houses 

Figure 55 illustrates the optimal configuration of the microgrid for 5 houses post-

COVID in scenario 3 (time-dependent profiles and clustering). For this particular 

scenario, it is important to remember that due to the change in the energy consumption 

profile, the day was distributed in 5 periods.  

 

 

Figure 55 - Optimal energy resources and connections between houses for Scenario 3 post-
COVID for five houses (S3O5). 

Solar panels are installed in all residences to supply electrical energy, and houses i1, 

i3 and i5 further adopt the wind turbine. Because houses i4 and i5 have a higher demand 

for electricity, they receive electricity from houses i3 and i1, respectively.  

As in the previous scenarios, the battery is installed in houses i1, i2 and i3. This is 

because it is more profitable to install a smaller battery in the houses i1 and i3, with 

lower demand which then transfer energy to the houses with higher demand (i4 and i5) 

than to install a larger battery in these houses (i4 and i5). House i2 has only photovoltaic 

energy to meet its requirements, then battery is considered to meet the demand when 

energy from the central grid is more expensive. 

To meet the hot water demand, the natural gas heater and the solar collector 

are installed in houses i1 and i3. Houses i1 and i3 share hot water with houses i5 and i4, 

respectively. Since they have a lower hot water demand than houses i5 and i4, the 

results indicate that it is more profitable to install the two technologies to meet the 

demands of the 4 houses than to install, for example, a bigger equipment in house i4 

and house i5. A biogas heater is further installed in house i4 to supply the rest of the hot 
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water demand and the natural gas heater is installed in house i5. In house i2 the electric 

shower is sufficient to meet all its hot water demand.  

Furthermore, air conditioning is used to meet the cooling demand in all houses. A 

biodigester with a volume of 1.48 m3 was installed, requiring 12.72 kg of organic material 

per day in one house, to supply the biogas heater of the house i4. Due to the increased 

consumption compared to the pre-COVID scenarios and due to the limited biogas 

production, in this case it became more feasible to be used in house i4 which has a lower 

demand compared to house i5, for example. In all houses, natural gas was used to supply 

the gas for cooking demand because, under the assumptions considered, it is more 

profitable to use natural gas than to increase the production of biogas. Furthermore, in 

this scenario there are fewer equipment than in the respective scenario for pre-COVID, 

however the capacities of resources (photovoltaic panel, wind turbine, battery and air 

conditioning) are higher than those found pre-COVID as can be observed in the section 

IV.7. This is due to the increased energy demand and behavior change in the post covid 

state.   

IV.4.5. S3E10: Scenario with time-dependent profile for efficiency of the DER and 

clustering method during pre-COVID for ten houses 

For the microgrid with 10 houses in Scenario 3 pre-COVID, the optimal configuration 

is illustrated in Figure 56. Regarding to the electricity demand, photovoltaic panels were 

installed in all of the houses. In addition, wind turbines were also installed in houses i1, 

i3, i5, i7 and i9. This can be explained either because they share energy with other 

houses, as is the case with house i1, i3, i7, i9, thus needing more capacity than their 

electricity demand, or because the electricity demand of this house is high in relation to 

the others, as is the case with house i5.  

The transfer of electricity was observed from house i1 to house i8, from house i3 to 

house i10, from house i6 to house i2, from house i7 to house i5, and from house i9 to 

house i4, respectively. It was found that most of the electricity sharing occurred from 

houses with lower demand to houses with higher demand and according to the distance 

between them. For house i9, although it has the same electricity demand as house i4, it 

presents a greater installed capacity, being able to meet its demand and share the excess 

energy.   

In addition, the battery was considered for the houses that are sharing electricity 

with others (i1, i3, i6, i7 and i9) and for the house i2 that the installed capacity is not 

enough to cover all its demand. The sizing values for each technology will be seen in 

more detail in section IV.7.  

To meet the hot water demand, all the houses had the solar collector installed. This 

can be explained by the fact that in this scenario the periods of solar incidence are 
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distributed in more than one cluster, allowing a greater exploitation of the solar 

resources available. Moreover, natural gas heaters were used in all houses except for 

house i6, which used the biogas heater instead.  

Furthermore, air conditioning was used to meet the air cooling demand in all the 

houses. A biodigester of size 1.68 m3 was installed in the microgrid and is connected to 

houses i5 and i6, this provides biogas for cooking gas demand and the biogas heater. For 

this there was no need for the houses to purchase extra organic material other than that 

produced in the households.  

A 1.68 m3 biodigester was installed in the microgrid, providing biogas for cooking 

gas demand in houses i5 and i6 and for the biogas heater in house i6. No additional 

organic material needed to be purchased as the households produced enough for their 

needs. Natural gas supplied the cooking gas demand in houses i1, i2, i3, i4, i7, i8, i9, and 

i10, while biogas was exclusively used in house i6. In house i5, however, it was more 

cost-effective to use both natural gas and biogas, as shown in Appendix D. The limited 

use of biogas in this case could be due to its higher cost compared to natural gas from 

the grid. Biogas was only supplied to the houses nearest to the biodigester (house i5 and 

i6), possibly due to lower transportation costs and less loss of biogas during 

transportation. 

The main difference from the microgrid of 10 houses to the 5 houses, when 

comparing the five equivalent houses in both situations, is the energy sharing between 

them. As the present scenario has the possibility of connection with other five houses, 

there was a change in the behavior of both electrical and thermal energy transfer. 

Furthermore, in this scenario house i6 generates hot water through the biogas heater 

instead of house i5. This occurs because the new configuration allows house i6 to share 

hot water with house i5, indicating that it is more feasible to install a smaller capacity 

water heater unit in each house, rather than a larger capacity unit in house i5.  The 

capacities of the equipment will be discussed in more detail in section IV.7. 
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Figure 56 - Diagram of energy resources and connections between houses for the microgrid 
with 10 houses pre-COVID for Scenario 3 (S3E10). 

IV.4.6. S3O10: Scenario with time-dependent profile for efficiency of the DER and 

clustering method during post-COVID for ten houses  

For the microgrid with 10 houses in the Scenario 3 post-COVID, the optimal 

configuration is illustrated in Figure 57. Regarding to the electricity demand, 

photovoltaic panels were installed in all of the houses. In addition, wind turbines were 

also installed in houses i1, i3, i6, i8 and i10.  This can be explained either because they 

share energy with other houses, as is the case with house i1, i3, i6, i8, thus needing more 

capacity than their electricity demand, or because the electricity demand of this house 

is high in relation to the others, as is the case with house i10.  

The transfer of electricity was observed from the house i1 to house i5, from house 

i3 to house i10, from house i6 to house i9, from house i7 to house i2, and from house i8 

to house i4, respectively. As in the other scenario, it was found that the sharing of 

electricity happened from houses of lower demand to houses of higher demand and 

according to the distance between them. In addition, because houses i3 and i6 are 

separated by a small street, they were not considered adjacent houses and therefore it 

was possible to install the wind turbines in both houses.   

In addition, the battery was considered for the houses that are sharing electricity 

with others (i1, i3, i6, i7 and i8) and for the house i2, for which the installed capacity is 

not enough to cover all its demand. The sizing values for each technology will be seen in 

more detail in section IV.7.  

To meet the hot water demand, natural gas heater was used in all houses except 

house i5, which used the biogas heater instead. In addition, all the houses that share hot 
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water with other houses also had the solar collector installed (i1, i2, i3, i6 and i7). Since 

these houses have lower hot water demand compared to the houses that are receiving 

the hot water, it became more feasible to implement two technologies in these houses 

than to install a larger technology in the houses with higher demand, since there is a 

limitation in the capacity of the equipment. 

Furthermore, air conditioning was used to meet the cooling demand in all the 

houses. To provide biogas for the biogas heater installed in house i5 a biodigester of 

1.90 m3 was used, with the need to acquire 4.30 kg of organic material per day in a 

house.  This can be explained by the limited biogas production. For the gas demand for 

cooking, all the houses use natural gas, indicating its profitability. Under the 

assumptions considered for this scenario, using natural gas is better than increasing the 

production of biogas to meet the gas demand for cooking.  

Because this scenario has the possibility of different connections between the other 

houses, as well as the energy profile enables the use of different technologies, some 

changes in the configuration of the five equivalent houses were observed between this 

scenario and the one with 5 houses. Among them are: in house i2, the installation of a 

solar collector and gas heater instead of an electric shower; in house i4, the installation 

of a gas heater instead of a biogas heater; in house i5, the non-installation of a wind 

turbine and the installation of a biogas heater instead of a gas heater.   

 

 

Figure 57 - Diagram of energy resources and connections between houses for the microgrid 
with 10 houses post-COVID for Scenario 3 (S3O10). 

IV.5. Costs and revenues 

For all scenarios investigated, the incentive policy selected for the systems was 

Net Metering. This is the current policy adopted in the country and confirms that, in the 
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current conditions of technology and local electricity prices, this policy continues to be 

the most advantageous for Brazil.   

Table 20 and Figure 58 shows the costs and revenues found for all scenarios 

investigated, which will be analyzed below. Because the difference between S1E5 and 

S3E5 is in the operation of the renewable resources (considering or not time-dependent 

profile for efficiencies of the resources), the baseline for these two scenarios is the same, 

as it is does not include the use of renewable resources. 

 
Figure 58 - Total cost for each scenario and its respective baseline. 
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Table 20 - Costs and revenues for all scenarios 

Stage 
# 

Scenario Houses Total Cost (R$) 
Investment 

Cost (R$) 
O&M 

Cost(R$) 
Grid Energy 

Cost (R$) 
Natural Gas 

Cost (R$) 
Environmental 
Total Cost (R$) 

Net Metering 
(PV) 

Net Metering 
(WT) 

Pre-COVID 
 

B13E5 Baseline of 
scenario 

1,3 
5 160,210.26 990.15 84,672.04 68,722.25 3,809.99 2,015.82 - - 

S1E5 Scenario 1 5 10,261.60 18,090.40 39,108.92 - 2,557.95 1,256.69 20,680.62 30,071.75 

S3E5 Scenario 3 5 28,956.95 24,450.86 38,539.39 845.82 2,599.89 1,428.47 31,004.54 7,902.94 

B2E5 Baseline of 
scenario 2 

5 154,151.17 1,430.53 66,499.38 83,043.32 1,766.99 1,410.94 - - 

S2E5 Scenario 2 5 52,458.11 32,224.66 33,506.08 4,139.58 693.10 554.72 11,640.61 7,019.43 

B3E10 Baseline of 
scenario 3 

10 320,420.51 1,980.30 169,344.09 137,444.50 7,619.99 4,031.64 - - 

S3E10 Scenario 3 10 50,434.78 47,079.12 70,171.55 1,117.29 5,122.33 2,846.50 62,623.51 13,278.50 

Post-COVID 
 

B3O5 Baseline of 
scenario 3 

5 249,889.14 1,398.02 109,351.27 128,398.45 7,595.89 3,145.50 - - 

S3O5 Scenario 3 5 31,596.10 28,056.46 80,756.17 1,755.81 5,985.75 2,562.79 77,561.29 9,959.60 

B3O10 Baseline of 
scenario 3 

10 499,757.41 2,775.18 218,702.54 256,796.90 15,191.78 6,291.01 - - 

S3O10 Scenario 3 10 50,370.09 51,037.36 146,725.13 2,637.08 12,629.48 5,176.71 153,671.66 14,164.02 
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IV.5.1. The impact of Time-Dependent Efficiency Profile of the renewable 

resources on Costs and Revenues  

When incorporating RES in S1E5, despite neglecting time-dependent efficiencies,  it 

presented a 94% reduction in total cost compared to B13E5, with a further 38% 

reduction in environmental cost. When further considering time-dependent efficiencies 

in S3E5, there was an 82% reduction in total cost compared to B13E5 and a 29% 

reduction in environmental cost. S1E5 produced a better environmental cost and a 

higher gain in economic terms. However, because this scenario does not consider time-

dependent profile for efficiencies of the photovoltaic panels and wind turbines as S3E5, 

it cannot be said to reliably represent real systems. In addition, these better values may 

be due to overestimated energy generation.  

Regarding the generation of credit for the sale of energy to the grid, R$50,752.37 in 

credits were generated in S1E5 versus only R$38,907.48 in S3E5. Revenue from the sale 

of electricity to the central grid provided compensation for the expenses of installing the 

equipment. In addition, with the use of renewable resources the purchase of energy 

from the central grid in most houses was no longer necessary, as can be seen in the 

generation profiles in Appendix D. This may explain the cost reduction between the 

scenarios and the baseline.  

With regard to the other costs compared to the B13E5, S1E5 and S3E5 present 

similar costs of operation and maintenance, environmental cost, purchase of electricity 

and natural gas from the central grid. On the other hand, investment cost presents 

shows a significant difference. The investment for S1E5 (constant efficiency) is lower 

than investiment for S3E5 (time-dependent efficiency) due to the poor dimensioning of 

energy resources when the time-dependent profile for efficiencies in the energy 

generation process are not considered. 

IV.5.2. The impact of the clustering method to split the time horizon on 

Costs and Revenues 

The S2E5 scenario showed a 66% reduction in total cost compared to the baseline  

and a 61% reduction in environmental costs. This suggests that using the empirical 

method for determining time periods can significantly improve environmental 

outcomes. However, when compared to the S3E5 scenario, which used the clustering 

method, it appears that the latter scenario achieved better economic results.  

Analysis of the energy injected into the grid indicates that the S2E5 scenario, 

despite having a higher generation capacity (as detailed in section IV.7), produced less 

energy than the S3E5 scenario. This explains why the S2E5 scenario had lower emissions, 

as the environmental cost is directly proportional to energy production. However, this 

implies that the empirical method was not effective in optimizing the use of energy 

resources. 
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IV.5.3. The impact of pre- and post-COVID demands on costs and revenues 

In the S3O5 there was a 87% reduction in the total cost in relation to the B3O5. 

When all the parts that make up the cost are analyzed, it can be observed that, despite 

the increase of more than 1,900% in the investment cost, there was a reduction of 99% 

in the energy consumption of the central grid, 21% in the use of natural gas and 19% 

reduction in the environmental cost. As the operation and maintenance cost is 

composed of variable costs, which depend on energy generation, and fixed costs, it was 

observed that there was a 26% reduction in relation to the baseline. This infers that with 

the adoption of renewable resources there is a reduction in operational costs. Besides 

this, there was the insertion of energy in the grid that generated R$ 87,520.89 in credits. 

When compared with S3E5, an increase of only 9% in total cost was observed post-

COVID. This infers that despite the 25% increase in electricity demand and 50% increase 

in air cooling demand, along with the increased cost of electricity and natural gas, the 

use of the technologies installed in the scenario was optimized. 

IV.5.4. The impact of the increase of houses in the microgrid on costs and 

revenues 

 Pre-COVID 

For the 10 houses microgrid in S3E10 there was an 84% reduction in total cost 

compared to the baseline and a 29% reduction in environmental cost, 33% in natural gas 

cost and 99% in grid energy cost. When compared to the scenario equivalent with 5 

houses (S3E5), S3E10 shows a 74% increase in total cost, with no reduction in the other 

costs. This indicates that even with the doubling of the number of houses, the costs will 

not necessarily increase proportionately, due to the optimal use of resources and cost 

composition. 

 Post-COVID 

For the 10 houses microgrid in S3O10 there was a 90% reduction in total cost 

compared to the baseline with 18% reduction in environmental cost, 17% reduction in 

natural gas purchase cost, 99% reduction in grid electricity purchase cost and 33% 

reduction in operation and maintenance cost. Despite the increase in investment cost, 

in this scenario there was the generation of R$ 167,835.68 credits for the energy fed 

into the central grid. When compared to the scenario equivalent with 5 houses, there 

was an increase of approximately 60% in the total cost, with no reduction in the other 

costs. As the post-COVID scenario has more constant energy consumption during the 

day (Figure 48), different technologies are required as the number of the houses 

increases, reflecting in a higher total cost.   
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IV.6. Sensitivity analysis for battery use 

Given the limited feasibility of battery use in microgrids as identified in the 

literature review, a sensitivity analysis was performed for the S3E5 to determine its 

viability under different conditions (Figure 59). To do this, one-at-a-time analysis, a 

methodology described by Khalid et al. (2016), was utilized. The approach involves 

adjusting a single input variable at a time, while keeping all others constant, in order to 

assess its impact on a specific parameter, such as costs. This analysis considered 

constant operating and maintenance costs, as well as the costs of the battery controller, 

which are outlined in Appendix A. The aim of the sensitivity analysis was to compare the 

feasibility of battery use for the microgrid under varying capital costs.  

 The first value considered for the capital cost of the battery was the one adopted 

in the scenarios above. It can be observed that from this first value up to a battery 

investment cost of R$3,000.00 the number of units installed drops from 3 to 2. From 

R$33,100.00 on the battery units are no longer installed and therefore the objective 

function becomes constant. Thus, it is observed that under the conditions analyzed, the 

installation of batteries would become unfeasible only by an increase in capital cost 

above R$31,600.00. This is likely because of the high cost of electricity from the central 

grid, which makes battery usage economically feasible. 

 

Figure 59 - Impact of battery capital cost on the objective function and number of 

batteries installed in S3E5. 

IV.7. Sizing  

The energy resources were sized for all the cases expressed in Table 19. The 

dimensioning of each renewable resource for each case is shown below, along with an 

analysis of how the novel aspects in the model impacted the sizing of renewable 

resources. 
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IV.7.1. Baseline 

The sizing of the selected resources in the baseline scenario, which does not have 

renewable resources, are expressed in Table 21. For all scenarios the gas heater was 

selected to supply the hot water demand, indicating that using natural gas to heat water 

is more profitable than the use of electricity for the electric shower. 

Table 21 - Resource size at baseline for all scenarios 

  

IV.7.2. Scenarios incorporating renewable sources 

The dimensioning of the selected resources in the scenarios that have renewable 

sources is shown in Table 22. The results show that most of the resource capacities were 

sized according to the energy demand of the house and whether or not the house shares 

Stage Scenario Houses 

Gas 
Heater 

(L) 

Air 
Conditioning 

(kW) 
Stage Scenario Houses 

Gas 
Heater 

(L) 

Air 
Conditioning 

(kW) 

Pre-
COVID 

 

B13E5 

1 400.00 2.20 

Post-
COVID 

B3O5 

1 400.00 2.20 

2 400.00 2.20 2 400.00 2.20 

3 400.00 2.20 3 400.00 3.31 

4 400.00 2.20 4 400.00 4.63 

5 400.00 2.21 5 413.39 5.96 

B2E5 

1 400.00 2.20 

B3O10 

1 400.00 2.20 

2 400.00 2.20 2 400.00 2.20 

3 400.00 3.46 3 400.00 3.31 

4 400.00 4.84 4 400.00 4.63 

5 400.00 6.22 5 413.39 5.96 

B3E10 

1 400.00 2.20 6 400.00 2.20 

2 400.00 2.20 7 400.00 2.20 

3 400.00 2.20 8 400.00 3.31 

4 400.00 2.20 9 400.00 4.63 

5 400.00 2.21 10 413.39 5.96 

6 400.00 2.20      

7 400.00 2.20      

8 400.00 2.20      

9 400.00 2.20      

10 400.00 2.21      
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energy with other houses. The capacity of batteries, solar panels, solar collectors, and 

wind turbines is higher in houses with higher demand or that share energy. This is 

evident from the increased capacity observed in these systems. 

Regarding the air conditioning, in the pre-COVID scenarios, in which the time 

periods were divided by the clustering method (S1E5, S3E5 and S3E10), the capacity of 

each household was similar. In S2E5, where the division of time periods was empirically 

performed, the capacity of the air conditioning varied with the increase in demand. This 

may have occurred because the choice of time periods concentrated the demand in a 

single period, therefore requiring a larger capacity, which was also observed in the 

baseline scenario.  

Most wind turbines installed were sized near the upper bound, i.e. the maximum 

area allowed in the model. This infers that the generation of wind energy could be 

greater if more space were available for installation or if other turbine types that use 

less space were installed.  

Regarding the gas heater, biogas heater and solar tank capacities, the minimum 

capacity for these resources were observed in S1E5 and S3E5. This is due to the fact that 

the time periods were divided in a way that there was no concentration of a large 

demand in a single period, and because of this there was no need for a larger capacity.  

It was found that the capacity of the biodigester varied based on the number of 

houses and method used to divide the time period, as well as its energy demand. For 

the scenarios with the same number of houses and clustering in the division of the time 

horizon, the capacity was the same (S1E5, S3E5). However, there was a non significant 

difference in capacity between the scenario using an empirical time division method 

(S2E5) and S1E5 and S3E5, suggesting that the number of houses has the greatest impact 

on the capacity of biodigester. The capacity was higher in scenarios with more houses 

(S3E10 and S3O10) compared to those with fewer houses (S3E5 and S3O5) due to higher 

energy demand, as well as between the pre-(S3E5) and post-COVID(S3O5) scenarios. 

It was observed that additional organic matter needed to be acquired only in the 

scenarios S2E5, S3O5, and S3O10 in order to meet biogas production. This is due to the 

fact that in these scenarios, there is a higher demand for biogas during the same period, 

resulting in the need for increased production and the purchase of additional materials. 

It is worth mentioning that scenario S2E5 has the same energy demand as S1E5 and 

S3E5, showing that the distribution of time periods by the clustering method optimized 

the available resources in the microgrid, with no need to purchase additional organic 

material in these scenarios. 
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Table 22 - Size of renewable resources distributed for all scenarios 

Stage Scenario Houses 
Electric 
Shower (kW) 

Natural 
Gas 
Heater 
(L) 

Biogas 
Heater 
(L) 

Solar 
collector 
(m2) 

Solar 
Tank 
(L) 

Air 
Conditioning 
(kW) 

Wind 
Turbine 
(m2) 

Photovoltaic 
Panel 
(m2) 

Battery 
(kW) 

Biodigester 
(m3) 

Extra organic 
material acquired 
by the microgrid 

(kg/day) 

Pre-COVID 

S1E5 

1 2.50 - - - - 2.20 2.91 - - 

0.84 - 

2 - 400.00 - 14.06 200.00 2.20 - 8.88 - 

3 - 400.00 - 20.72 200.00 2.20 5.00 3.87 - 

4 - 400.00 - 14.21 200.00 2.20 - 20.73 - 

5 - - 400.00 16.01 200.00 2.21 5.00 15.09 15.34 

S2E5 

1 - - 400.00 5.62 200.00 2.20 5.00 2.06 5.93 

0.86 0.076 

2 - 400.00 - 10.66 200.00 2.20 - 17.63 9.92 

3 - 400.00 - 18.57 232.99 3.46 5.00 45.97 46.32 

4 - 400.00 - 12.44 200.00 4.84 - 20.24 - 

5 - - 400.00 15.99 200.27 6.22 5.00 22.56 - 

S3E5 

1 - 400.00 - 6.54 200.00 2.20 2.74 2.60 4.22 

0.84 - 

2 - 400.00 - 11.16 200.00 2.20 - 12.20 10.23 

3 - 400.00 - 19.70 200.00 2.20 5.00 16.56 15.16 

4 - 400.00 - 13.02 200.00 2.20 - 22.26 - 

5 - - 400.00 16.74 200.00 2.21 5.00 26.29 - 

S3E10 1 - 400.00 - 4.24 200.00 2.20 2.00 2.60 2.48 1.68 - 
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2 - 400.00 - 11.75 200.00 2.20 - 11.96 9.32 

3 - 400.00 - 19.27 200.00 2.20 5.00 16.34 14.45 

4 - 400.00 - 13.02 200.00 2.20 - 22.27 - 

5 - 400.00 - 16.74 200.00 2.21 5.00 26.29 - 

6 - - 400.00 4.39 200.00 2.20 - 4.08 3.47 

7 - 400.00 - 12.02 200.00 2.20 5.00 8.08 6.60 

8 - 400.00 - 9.30 200.00 2.20 - 15.90 - 

9 - 400.00 - 13.02 200.00 2.20 5.00 25.59 23.48 

10 - 400.00 - 16.74 200.00 2.21 - 28.63 - 

Post-COVID 

S3O5 

1 - 400.00 - 3.67 200.00 2.20 4.83 4.48 2.73 

1.48 12.72 

2 2.50 - - - - 2.20 - 25.67 19.45 

3 - 400.00 - 1.43 200.00 3.31 5.00 34.18 20.35 

4 - - 400.00 - - 4.63 - 39.77 - 

5 - 400.00 - - - 5.96 5.00 48.95 - 

S3O10 

1 - 400.00 - 0.68 200.00 2.20 5.00 4.42 2.43 

1.90 4.30 

2 - 400.00 - 0.77 200.00 2.20 - 18.75 8.02 

3 - 400.00 - 0.87 200.00 3.31 5.00 32.17 19.44 

4 - 400.00 - - - 4.63 - 39.77 - 

5 - - 400.00 - - 5.96 - 51.14 - 
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6 - 400.00 - 0.87 200.00 2.20 3.80 4.54 1.74 

7 - 400.00 - 1.12 200.00 2.20 - 40.76 8.53 

8 - 400.00 - - - 3.31 5.00 32.26 19.43 

9 - 400.00 - - - 4.63 - 39.77 - 

10 - 400.00 - - - 5.96 5.00 48.95 - 
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IV.8. The Effect of Time-Varying Efficiency Profiles on power generation 

In order to analyze the effect of time-varying efficiency profiles on DER 

(Distributed Energy Resources) sizing, Figure 60 compares the profile of resources used 

in Scenario S1E5 (houses i1 and i4) with Scenario S3E5 (houses i1 and i5). When time-

varying efficiency profile was neglected in S1E5, only wind turbine was installed in house 

i1 but it could still transfer energy to house i4 (Figure 52). When time-varying efficiency 

profiles are considered in S3E5, though, two additional technologies were installed in 

house i1, namely the photovoltaic panel and the battery. In this Scenario, house i1 

exports energy to house i5, which demands 22% more energy than house i4. During 

periods such as p6, for instance, the wind turbine of the house i1 in Scenario S1E5 was 

able to meet the entire self-demand and part of the demand from house i4. When time-

varying efficiency profiles were considered in Scenario S3E5, though, stored energy in 

batteries had to be used instead, although the electrical demand of house i1 in previous 

scenario (S1E5) is higher. This higher energy demand in house i1 is due to the use of the 

electric shower when time-dependent profile for efficiencies were neglected. 

This example illustrates that, despite the similar wind turbine dimensions in both 

S1E5 and S3E5, when efficiency does not vary over time (S1E5), the energy generation 

is overestimated. This overestimation allowed for the practical fulfillment of all the 

residences' demands without the need to increase production capacity of these houses, 

which may have also been the reason for the different connections observed between 

the two scenarios. 
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S1E5 S3E5 

 
(a) 

 
(b) 

 
(c) 

 
(d) 

 
Figure 60 - Profile of resources used to meet the electrical demand: a) house i1 in Scenario 
S1E5; b) house i1 in Scenario S3E5; c) house i4 in Scenario S1E5: d) hose i5 in Scenario S3E5.  

The same was observed in the hot water generation profile, although in a 

smoother way, since only the efficiency of the solar collector is able to vary with the 

climatic conditions over time. Figure 61 compares the distribution of resources at house 

i5 for both scenarios S1E5 and S3E5, as they have the same energy demand. As can be 

observed in Table 22, the solar collector was dimensioned with similar capacities, nearly 

16 m2. However, in the p6 periods of season m1 and m3, the solar collector produced 

more hot water when time-varying efficiency was neglected: 41% and 35% in m1 and 

m3, respectively, in S1E5 compared to 38% and 33% in S3E5. This confirms that 

disregarding the variation of the solar panel efficiency caused an overestimation of the 

real capacity to meet the demand in the S1E5 scenario.  
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S1E5 S3E5 

 
(a) 

 
(b) 

 
Figure 61 -   Distribution of resources used to meet the hot water demand for house i5 in the 

case: a) S1E5; b) S3E5.   

IV.9. The Effect of Time Horizon Division with the Clustering Method on 

power generation 

To analyze the effect of the clustering method in splitting the time horizon on 

power generation, Figure 62 compares the resources profile of house i1 in S2E5 

(empirical method) and in S3E5 (clustering method). In both scenarios, house i1 shares 

energy with houses i5. The results indicated that house i1 in S3E5 had a greater 

utilization of solar panels and generated more energy compared to the same house in 

S2E5, despite having similar dimensions, as shown in Table 22. This observation 

highlights the effectiveness of the clustering method in optimizing the installed 

resources.  

 
S2E5 S3E5 

 
(a) 

 
(b) 

 
Figure 62 -  Profile of resources used to meet the electrical demand in house i1 in the case: 

a)S2E5; b)S3E5.  
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IV.10. Differences between Pre and Post-COVID on power generation 

In order to analyze the impact of the increase in energy demand from the pre-

COVID to the post-COVID scenario on the sizing and utilization profile of available 

renewable resources, the electrical consumption profile of house i2 in both S3E5 and 

S3O5 is presented in Figure 63. The profiles for the other houses in both scenarios are 

included in Appendix D. 

As shown in Table 22, the solar panel sizing doubled from the post-COVID to the 

pre-COVID scenario (from 26 to 49 m2) to meet a 25% increase in electricity demand and 

a 50% increase in air cooling demand. As a result, when comparing proportional energy 

demand in Figure 63, the post-COVID scenario (d) reduced the amount of electricity 

purchased from the central grid compared to the pre-COVID scenario (Figure 63c). This 

can be attributed to the greater utilization of the solar panels, which were favored by 

the consumption profile in this scenario due to more consistent demand during the day. 

Therefore, despite the cost increases in the post-COVID scenario discussed in the section 

IV.5.3, there was a more optimized use of resources in the post-COVID scenario, which 

can be attributed mainly to its consumption profile.  
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S3E5 S3O5 

 
(a) 

 
(b) 

 
(c) 

 
(d) 

 
Figure 63 - Profile  of the resources used to meet the electrical demand in house i2 expressed 

in kW and percentage: a) Scenario S3E5 (kW); b) Scenario S3O5 (kW); c) Scenario S3E5 
(percentage); b) Scenario S3O5 (percentage). 

IV.11. The Influence of the Number of Houses on Power Generation 

In order to analyze the differences in energy generation with increasing number 

of houses, the energy consumption profile of house i2 for the pre-COVID state with 5 

and 10 houses are expressed in Figure 64. As house i2 in the microgrid with 10 houses 

has a slightly smaller  installed capacity than in the microgrid with 5 houses (Table 22), 

a different behavior in the consumption profile was observed. Part of the demand in 

periods p3 and p5 during all seasons was imported from another house (blue bar in 

Figure 64b). This suggests that it was more profitable in this scenario to share energy 

between houses i6 and i2 than to acquire equipment of greater capacity, since the 

distance between these houses is not great and, therefore, the loss of energy in its 

transport is not significant.  

However, in general due to the similarity of demand and the use of the same 

technologies in houses 5 and 10, similar behaviors in the energy consumption profile 

were observed for both pre- and post-COVID and can be found in Appendix D. On the 

other hand, the differences found when increasing the number of houses can be 

explained by the layout of the additional houses facilitating new connections between 
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pre-existing houses. This explains the sharing of electricity from house i6 to house i2 in 

S3E10. 

 

S3E5 S3E10 

 
(a) 

 
(b) 

 
Figure 64 - Profile of resources used to meet the electrical demand in house i2 in the case: 

a)S3E10; b)S3E5.  

IV.12. Numerical Statistics  

The results were generated on an Intel(R) Core(TM) i9-9900K CPU 3.60GHz 

computer using GAMS Studio 0.8.6 64 bit. Table 23 shows the results for the scenarios 

with 5 and 10 houses with a gap of 0% between the solution found and the best possible. 

The number of single equations, single variables, discrete variables increased on 

average 170% from S3E5 and S3E10, due to the increase in the number of houses. This 

caused an increase of over 124 hours in CPU time. For the post-COVID scenario, the 

number of equations and variables increased 175% from S3O5 to S3O10. This caused an 

increase of over 20 hours in CPU time. Therefore, the amount of houses in a model will 

impact the computational time. The same can be observed when comparing scenarios 

1 to scenario 3, since scenarios 1 have fewer single equations and single variables which 

resulted in a lower CPU time. 

When comparing S2E5 to S3E5, which have the same number of discrete 

variables but 10% more single equations and 1% fewer single variables, a reduction of 

12 minutes in CPU time was observed. This suggests that the number of single variables 

has a greater impact on CPU time, as the reduction was observed even with a larger 

number of single equations. 
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Table 23 - Results for the scenarios with energy resources distributed at a 0% gap 

Stage Scenario Houses 
Single 

equations 

Single 

variables 

Discrete 

variables 
CPU time (s) 

Objective 

Function 

(R$) 

Pre-

COVID 

S1E5 5 12,203 8,504  224 263.93 10,261.60 

S2E5 5 6,895 5,096 174 59.64 52,458.11 

S3E5 5 11,100 8,576 224 968.59 28,956.95 

S3E10 10 31,770 24,321 544 446,850.31 50,434.78 

Post-

COVID 

S3O5 5 7,023 5,444 179 164.23 31,596.10 

S3010 10 20,043 15,384 454 71306.31 50,370.09 

 

IV.13. Conclusion 

This chapter presents the results and discussion for the case study in the city of 

Salvador - Bahia, Brazil. The study was developed for 3 different scenarios that 

correspond to the model: without time-dependent profile for efficiencies in energy 

resources (scenario 1), with the time period divided with the empirical method (scenario 

2) and with the clustering method and with time-dependent profile for efficiencies in 

energy resources (scenario 3). Scenario 3 was applied to 2 states of energy demand, pre- 

and post-COVID. These states were considered for microgrids of 5 and 10 houses. 

The model presented was able to attest the high economic gain with the adoption 

of renewable energy resources, as well as environmental gains for all scenarios, states 

and number of houses. In addition, it was observed that the method used to divide the 

time periods, as well as the behavior of the energy demand of the houses in the 

microgrid influence the sizing and design of the microgrid resources. 

By not considering time-dependent efficiency in the analysis, there may have been 

a positive impact on the economic gain, but it may also have contributed to the 

underestimation of power generation. Furthermore, it is important to point out that the 

method of splitting the time horizon impacted the total and environmental costs 

differently. In fact, the empirical method showed a greater reduction in environmental 

costs, while the clustering method had a greater reduction in total system costs. 

However, it is noted that although the environmental cost was higher in the scenario 

that used the clustering method, the amount of energy injected into the grid was higher. 

This indirectly contributed to the reduction of greenhouse gas emissions in the overall 

system (microgrid-central grid), since by transferring more energy generated by 

renewable sources to the central grid, there is a partial replacement of non-renewable 
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sources, which are generally more polluting. This study introduced a novel viewpoint on 

the topic that was not previously explored in the literature. 

The difference between the pre-COVID and post-COVID scenarios can be seen in the 

energy consumption patterns. In the post-COVID scenario, there is a more consistent 

level of energy consumption throughout the day, which means that different 

technologies become necessary as the number of houses increases. This results in a 

higher total cost. Therefore, it can be inferred that the new trend of remote working has 

an effect on the design and size of a microgrid. 

Moreover, it is important to keep in mind that the renewable energy resources used 

in this study can be implemented in countries beyond those with tropical climates, as 

highlighted in the literature review. Therefore, the model presented here can be applied 

to other locations. However, it is important to take into account the costs of renewable 

resources, as well as the specific rates and restrictions in each country before 

implementing the model.  

Furthermore, the proposed optimization model was able to provide information 

regarding the best renewable energy incentive policy for the country and the viability of 

using biogas, solar and wind energy to meet the electrical, hot water, air cooling and gas 

for cooking demands. Therefore, the results emphasize the contribution of this work for 

a better understanding of the dimensioning of renewable resources in a microgrid. 

In the course of this work, the main points raised in the literature review (regarding 

the incorporation of time-dependent energy demand patterns and renewable resource 

efficiency, the use of a systematic time period splitting method, and the combination of 

different renewable resources) were addressed. Nevertheless, further enhancements 

can be made to enhance the analysis. To increase the accuracy of the results, the actual 

performance and degradation of components over time should be taken into account, 

as well as uncertainties in energy generation, as these factors can have a large impact 

on the efficiency and overall cost of the system. In addition, applying the model using 

real energy data for the post-COVID scenario would improve the analysis. To further 

streamline the model, reducing the variables related to time periods can help decrease 

the resolution time and make it more suitable for systems with a larger number of 

households. Also, consider other renewable energy incentive policies for selection in the 

model. 
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CHAPTER V – CONCLUSIONS AND 
FUTURE WORK 

___________________________________ 

V.1. Conclusion 

The present work aimed to fill the gaps in the literature regarding the 

particularities in modeling distributed energy systems. This included analyzing the effect 

of changing energy demand on system sizing to minimize costs, the use of clustering to 

divide time horizons, the impact of time-dependent profile for efficiencies of renewable 

resources on system costs, and the sizing and profile of energy generation from 

renewable resources for 5 and 10 houses in a microgrid. The feasibility of using biogas 

for cooking gas, hot water, and electricity was also investigated. 

Furthermore, because Brazil has an energy potential in solar irradiation and wind 

speed and since there is a limited exploration of these systems in the country and limited 

research on optimizing microgrids in this context, the city of Salvador in Bahia was 

chosen to perform the case study of the proposed model.  

Thus, it was found that the use of distributed energy resources is beneficial in 

economic and environmental terms when compared to the use of non-renewable 

resources alone. In the context of Brazil, Net Metering was determined to be the most 

favorable incentive policy for reducing overall costs when compared to the Feed in Tariff 

policy under the specific conditions studied. However, if the FIT rates were increased to 

cover the high cost of investing in renewable energy sources in Brazil, the outcome could 

be different. It is important to note that the impact of incentive policies can vary greatly 

depending on the specific circumstances of a country, and what may be the most 

favorable policy in one country may not be the case in another. 

The energy demand of a house, as well as the division of time periods and the 

dynamics of energy sharing between other houses, have an influence on the sizing of 

energy resource generation technologies. It was observed that for the division of the 

time horizon using the empirical method, the resource capacity tended to be larger and 

with lower energy production than for the clustering method. This shows that the use 

of the systematic method for splitting the time horizon of the model provided a better 
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optimization of energy resource sizing than the use of the empirical method. In addition, 

the scenario using the empirical method showed a greater gain in environmental cost 

because of lower energy generation. On the other hand, the scenario using the 

clustering method had higher energy injection into the central grid, which led to a 

decrease in greenhouse gases emitted by the entire system (microgrid – central grid). 

 For houses that shared energy with other houses, as expected, in general, more 

energy resources were installed or, if not, they had equipment of higher capacity to 

meet their demand and the demand of the other house. In the pre- and post-COVID 

scenarios, due to the difference in the energy demand profile, the dimensioning of 

energy resources differed in capacity and in the number of installed equipment.  

Similarly, the impact of increasing the number of houses in the microgrid on the 

sizing of renewable resources varies according to the energy consumption profile. In the 

pre-COVID scenarios, which have a lower consumption during the day the comparison 

between the scenario with 5 houses and the scenario with 10 houses revealed little 

variation in capacity and energy resource selection. On the other hand, for the post-

COVID scenario, due to the higher consumption and more constant distribution during 

the day, as the number of houses increased, different combinations of resources were 

used. 

Furthermore, it was observed that neglecting time-dependent profile for 

efficiencies of the renewable resource generation technologies tends to overestimate 

energy generation. This may imply installing equipment with lower capacity that indeed 

would not be sufficient to meet the entire energy demand, and different distribution of 

energy among the houses in the microgrid. 

The feasibility of using biogas was established, as it was chosen in all the 

scenarios studied. However, it was not employed in all the houses because the primarily 

option was the natural gas to meet the demand for cooking gas and hot water and 

photovoltaic or wind energy to meet the demand for electricity. This suggests that based 

on current economic conditions and the configuration of the microgrid studied, using 

natural gas resulted in lower overall costs for most houses. However, if biogas were 

provided by the central grid, its investment cost would be lower due to large-scale use, 

making it even more competitive compared to natural gas. The capacity of the 

biodigester was influenced by both the number of houses and the way the time periods 

were divided. Additionally, the need for extra organic matter was mainly determined by 

the division of the scenario by time horizon, as high demand for biogas may have been 

concentrated in a single time period. 
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Finally, it was determined that battery use was feasible in all the scenarios 

studied. This suggests that in Brazil's current energy tariff system, this storage 

technology can be a substitute for energy from the central grid in some periods of time. 

In conclusion, this work provides a comprehensive analysis of the different 

factors that influence the sizing and sharing of energy in microgrids, and it proposes a 

systematic approach to optimize energy resource sizing. The novelty of this work lies in 

its focus on the specificities of modeling distributed energy systems filling research gaps 

identified in the state-of-the-art. It addresses key points such as the impact of the 

empirical method versus the clustering method for dividing the time horizon on 

microgrid sizing, the effects of changes in energy demand after the COVID-19 pandemic 

on microgrid sizing, and the behavior of microgrids when considering electricity 

demand, air cooling, gas for cooking, and hot water. Additionally, the work investigates 

the impact of time-dependent efficiency profiles of renewable resources on energy 

sharing behavior in microgrids and explores the feasibility of utilizing biogas as a 

renewable energy source in microgrids. 

V.2. Suggestions for future work 

In order to continue the present work, future studies can be performed on: 

1. Improving the Clustering Method: One way to improve the clustering method 

used in this study is to incorporate all energy demands into the analysis. This 

could contribute to a more optimal choice of energy resources.   

2. Multi-Objective Optimization: The single objective approach utilized in this study 

may not be sufficient to fully capture the complexities of microgrid systems. It 

may be useful to consider multi-objective optimization techniques that can take 

into account multiple factors such as energy production, cost, and environmental 

impact. 

3. Uncertainty in Energy Generation and demand: Incorporating proper uncertainty 

in energy generation and demand is important in order to accurately model the 

behavior of microgrid systems. Future research could consider techniques such 

as stochastic optimization to capture the uncertainty in these variables. 

4. Reducing Computational Effort: Due to the high computational demands of the 

model presented in this study, it was not feasible to apply it to a scenario of 20 

houses. Thus, to make the model more suitable for larger microgrid systems, it 

may be necessary to reduce the computational effort required to run the 

simulation. This could include reducing the number of variables related to time 

periods.  
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5. Renewable Energy Incentive Policies: Future research could explore the impact 

of different policy options, including tax credits, subsidies, and others, and how 

they can impact the cost and efficiency of microgrid systems. 

6. Consider new renewable sources: Incorporating additional renewable sources 

into the model enables the assessment of the potential for future 

implementation of innovative technologies like green hydrogen and hydrogen 

fuel cells in microgrid systems. 

In conclusion, while the case study on Salvador is a useful starting point, further 

research is needed to fully understand the complex interactions between time-

dependent renewable resource efficiency patterns as well as variations in the price of 

central grid power.  By exploring the areas listed above, future research can help to 

improve the accuracy and usefulness of microgrid modeling and optimization 

techniques. 

  



APPENDIX 

 

Amorim, A. P. A.  Pg. 155 
 

 

APPENDIX A- Parameters and Costs 

___________________________________ 

In this section the input costs and parameters for the model expressed in Chapter 

III are set out. Table 24 shows the costs and operational parameters for each resource 

considered in the model. Table 25 shows the carbon intensity for each resource. Finally, 

Table 26 presents the Feed in Tariff for generating electricity for each resource. 

Table 24 – Costs of energy resources and their operational parameters 
Source Item Value Reference 

Electric Shower (ES) 

Capital cost of ES (R$/kW) 24.37 Lorenzetti  (2022)  

ES Electric Efficiency 0.98 Lorenzetti  (2022) 

Variable OM cost of ES (R$ /L) 0.029 Embasa (2022) 

Fixed cost of OM of ES (R$/kW) 0.975 Mustafa (2010) 

Upper bound of ES (kW) 5.5 Lorenzetti  (2022) 

Lower bound of ES (kW) 2.5 Lorenzetti  (2022) 

Gas Heater (GH) 

Capital cost of GH (R$/L/h) 2.0 Lorenzetti (2022) and Komeco (2022)  

GH Electric Efficiency 0.84 Lorenzetti (2022) and Komeco (2022) 

Variable OM cost of GH (R$ /L) 0.029 Embasa (2022) 

Fixed cost of OM of GH (R$/kW) 0.08 Mustafa (2010) 

Upper bound of GH (L/h) 1200 Lorenzetti (2022) and Komeco (2022) 

Lower bound of GH ( L/h ) 400 Lorenzetti (2022) and Komeco (2022) 

Air conditioning 

(AC) 

Capital cost of AC (R$/kW) 583.18 Fontaine (2022) 

AC coefficient of power 3 Sidnell et al. (2021a) 

Variable OM cost of AC (R$ /kW) 0.023 Sidnell et al. (2021a) 

Fixed cost of OM of AC (R$/kW) 0 Sidnell et al. (2021a) 

Upper bound of  AC (kW) 8.0 Fontaine (2022) 

Lower bound of AC (kW) 2.2 Fontaine (2022) 

Photovoltaic 

(PV) 

Capital cost of PV (R$/kWp) 5,825 DAH Solar (2022) 

Nominal capacity(kWp/m2) 0.16 DAH Solar (2022) 

Nominal Value of PV Efficiency 0.17 DAH Solar (2022) 

Variable OM cost of PV (R$ / 

kWp / year) 
0 

DAH Solar (2022) 

Fixed cost of OM of PV 

(R$/kWp/year) 
62.5 

Mustafa (2010) 

Koehl correlation 1 30.02 Karamov et al. (2021) 

Koehl correlation 2 6.28 Karamov et al. (2021) 

Power losses in diodes 

coefficient 
0.85 

Karamov et al. (2021) 

Temperature coeficiente for 

silicone PV 
0.004 

Karamov et al. (2021) 

Solar Collector (SC) 

Capital cost of SC (R$/kW/day) 359.84 Via Sol (2022) 

Nominal capacity of SC 

(kWh/day/m2) 
2.42 

Via Sol (2022) 

Nominal Value of SC Efficiency 0.538 Via Sol (2022) 
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Fixed cost of OM of SC 

(R$/kWh/year) 
14.39 

Mustafa (2010) 

Solar Tank (ST) 

Capital cost of ST (R$/L) 10.0 Komeco (2022) 

Storage temperature (ºC) 60 Komeco (2022) 

Variable OM cost of ST (R$/L) 0.029 Embasa (2022) 

Upper bound of ST (kW) 200 Komeco (2022) 

Lower bound of ST (kW) 700 Komeco (2022) 

Calorific capacity of the water 

(J/kg.°C) 
4.2 

Guimarães (1997)  

Density of the water (kg/L) 1 Guimarães (1997) 

Microgrid 

Capital Cost of central controller 

(R$) 
7817.02 

Sidnell et al. (2021a) 

OM cost of central controller 

(R$) 
137.99 

Sidnell et al. (2021a) 

Capital Cost of an electricity line 

(R$/m) 
5.75 

SIL (2022) 

Pipeline 
Capital Cost (R$/m) 19.31 Krona (2022) 

Heat and electric loss 0.00004 Sidnell et al. (2021a) 

Electrical Storage 

(ESt) 

Capital cost of ESt (R$/kW) 1,500 Lopes (2019) 

Capital cost of charge controller  

(R$/battery) 
6,000 

Portal Solar (2022) 

OM cost of  ESt (R$/kWh) 0.031 Sidnell et al. (2021a) 

Static loss of battery (%) 0.05 Sidnell et al. (2021a) 

Percentage charge rate 0.1 Sidnell et al. (2021a) 

Discharge rate 0.15 Sidnell et al. (2021a) 

Maximmum charge rate 1 Sidnell et al. (2021a) 

Maximmum discharge rate 1 Sidnell et al. (2021a) 

Depth of charge 1 Sidnell et al. (2021a) 

Upper bound of   ESt  (kW) 100 Sidnell et al. (2021a) 

Lower bound of  ESt  (kW) 1 Sidnell et al. (2021a) 

Wind Turbine (WT) 

 

Nominal wind speed (m/s) 10 Enersud (2022) 

Turbine cutting speed (m/s) 40 Enersud (2022) 

Turbine starting speed (m/s) 2 Enersud (2022) 

Rated capacity of WT (kW/m2) 0.25 Enersud (2022)  

Capital cost of WT (R$/kW) 8,883.33 Enersud (2022) 

Wind density (kg/m3) 1.29 Cardoso et al. 2015 

Power coefficient 0.22 Cardoso et al. 2015 

Rotor Area limit 5 Assumed 

Fixed cost of OM from WT 

(R$/kW/year) 
355.33 

Mustafa (2010) 

Variable OM cost of WT (R$/ 

kW/year) 
0 

Mustafa (2010) 

Biogas 

biodigestor(BgBd) 

Cost of BgBd (R$/m3) 3,600 Fortlev (2022)   
OM cost of BgBd (R$/year) 72.0 Mustafa (2010) 

Calorific capacity of biogás (kW/ 

m3) 
6.332 

Lessly et al. 2020 

Number of people in the 

household 
3 

Agência Brasil, 2020 

Amount of organic material 

produced per person per day 

(kg) 

1.125 

Assumed 

Biogas production rate (m3 of 

biogas/kg of organic waste) 
0.04 

BARROS (2021) 

Density of the dry material in 

the fluid (kg/ m3) 
211 

Li et al. (2020) 
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Table 25 – Carbon intensity for each resource 
 

 

 

 

 

 

Table 26 – Feed in Tariff for generating electricity for each resource 

 

 

 

 

Hydraulic rentention time in the 

BgBd (days) 
30 

Assumed 

Percentage of dry mass in 

organic material 
0.27 

Li et al. (2020) 

Maximum volume BgBd  (m3) 5 Assumed 

Price of organic waste (R$/kg) 1.0 Assumed 

OM pipeline cost percentage of 

biogas and organic material(%) 
2 

Mustafa (2010) 

Cost of pipeline for biogas 

(R$/m) OM cost 
6.5 

Johann (2012) 

Biogas Generator 

(BgG) 

Capital cost of BgG (R$/ kW) 440 Souza et al. (2019) 

BgG efficiency 0.25 Souza et al. (2019) 

Maximum BgG power 308 ENERMAC (2022) 

Minimum BgG power 20 ENERMAC (2022) 

Fixed cost of OM of BgG (R$/ 

kW/year) 
17.6 

Souza et al. (2019) 

Variable cost of OM of BgG (R$/ 

kW/year) 
0 

Souza et al. (2019) 

Biogas Heater (BgH) 

Capital cost of BgH (R$/L/h) 2.0 Lorenzetti (2022) and Komeco (2022) 

BgH efficiency 0.68 Silva et al. (2005) 

Upper bound of   BgG ( L/h ) 1,200 Lorenzetti (2022) and Komeco (2022) 

Lower bound of  BgG ( L/h ) 400 Lorenzetti (2022) and Komeco (2022) 

Fixed cost of OM of BgG 

(R$/year) 
0.08 

Mustafa (2010) 

Variable cost of OM of BgG (R$/ 

L/year) 
0.029 

Embasa (2022) 

Resource Carbon Intensity (kg CO2/kWh) Reference 

Grid electricity 0.1000 EPE, 2021 

Natural Gas 0.2020 MCTI, 2010 

Wind 0.0066 Wang et al. 2012 

Photovoltaic 0.0550 De Wild et al. 2014 

Solar collector 0.0390 Milousi et al. 2019 

Biogas Generator, Heater 0.1680 Paoilini et al. 2018 

Resource Value (R$/ kWh) References 

Photovoltaic Panel 0.1293 OFGEM, 2020 

Wind Turbine 0.2694 OFGEM, 2020 

Biogas electric generator 0.2151 OFGEM, 2020 
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APPENDIX B- Python code for period 
clustering   

___________________________________ 

The separation into clusters of the months and days for the post and pre covid 

states in the model was developed in Python language  in the Spyder solver (Anaconda) 

(ROSSUM, DRAKE, 1995; RAYBAUT, 2009; ANACONDA, 2020). Below is expressed the 

code used to find both the clusters for the months and day in both states. 

# Native libraries 

import os 

import math 

# Essential Libraries 

import pandas as pd 

import matplotlib.pyplot as plt 

import numpy as np 

# # Preprocessing 

from sklearn.cluster import KMeans   

import matplotlib.pyplot as mtp   

#Collecting dataset 

directory1 = 'H:\\demand_month\\' 

 

 

for Data_month in os.listdir(directory1): 

    if Data_month.endswith(".xlsx"): 

        dff1 = pd.read_excel(directory1+Data_month) 

        dff = dff1.loc[:,['Demand','Solar','Wind']] 

             

 

dff = pd.DataFrame(dff) 

 

#Data normalization  

def minmax_norm(dff_input): 

    return (dff - dff.min()) / ( dff.max() - dff.min()) 

 

dff_minmax_norm = minmax_norm(dff) 

 

print(dff_minmax_norm) 

fig, axs = plt.subplots() 

fig.suptitle('Solar and wind data by month normalized') 

axs.plot(dff_minmax_norm) 

axs.set_xlabel('Month') 

plt.show() 

 

# The Elbow Method Graph  

wcss_list= []  #Initializing the list for the values of WCSS   

#Using for loop for iterations from 1 to 11.   

for i in range(1, 11):   

    kmeans = KMeans(n_clusters=i, init='k-means++', random_state= 42)   

    kmeans.fit(dff_minmax_norm)   

    wcss_list.append(kmeans.inertia_)   
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mtp.plot(range(1, 11), wcss_list)   

mtp.title('The Elbow Method Graph')   

mtp.xlabel('Number of clusters')   

mtp.ylabel('Sum of squared errors')  

mtp.show()   

 

#training the K-means model on a dataset   

kmeans = KMeans(n_clusters=3, init='k-means++', random_state= 42)   

y_predict= kmeans.fit_predict(dff_minmax_norm)   

 

dff_minmax_norm = dff_minmax_norm.values 

 

month = [1,2,3,4,5,6,7,8,9,10,11,12] 

dff_minmax_norm = np.insert(dff_minmax_norm, 0, month, axis=1) 

print(dff_minmax_norm) 

 

print(y_predict) 

 

#visulaizing the clusters   

mtp.scatter(dff_minmax_norm[y_predict == 0, 0], 

dff_minmax_norm[y_predict == 0, 1], s = 100, c = 'blue', label = 

'Cluster 1') #for first cluster   

mtp.scatter(dff_minmax_norm[y_predict == 1, 0], 

dff_minmax_norm[y_predict == 1, 1], s = 100, c = 'green', label = 

'Cluster 2') #for second cluster   

mtp.scatter(dff_minmax_norm[y_predict== 2, 0], 

dff_minmax_norm[y_predict == 2, 1], s = 100, c = 'red', label = 

'Cluster 3') #for third cluster   

mtp.scatter(dff_minmax_norm[y_predict == 3, 0], 

dff_minmax_norm[y_predict == 3, 1], s = 100, c = 'cyan', label = 

'Cluster 4') #for fourth cluster     

mtp.scatter(kmeans.cluster_centers_[:, 0], kmeans.cluster_centers_[:, 

1], s = 300, c = 'yellow', label = 'Centroid')    

mtp.title('Solar and wind - Clustering the period during the year')   

mtp.xlabel('Month')   

mtp.ylabel('Variable')   

mtp.legend()   

mtp.show()   

 

 

 

 

 

 

 

 

 



APPENDIX 

 

Amorim, A. P. A.  Pg. 160 
 

 

APPENDIX C - Discussion of the Time 
Clustering Result 

___________________________________ 

 

The methodology for the clustering of time periods, explained in the III.3, was 

adopted for both the pre- and post-COVID scenarios. Below are the results found and 

the analysis performed to determine the time periods that were used in the models of 

the scenarios with clustering. 

a. Pre-COVID 

For the division of seasons in the pre-COVID scenario, the solar irradiation, wind 

speed and electricity demand data were normalized. After this the graph obtained with 

the elbow method for the period was found (Figure 65). When number of clusters equals 

to 3, the reduction of the sum of the squared errors becomes less pronounced, so 

according to the method this point is ideal for the choice of the cluster number.   

 

Figure 65- Graphical method for selecting the best amount of clusters during the year in the 
pre-COVID scenarios. 

After the cluster number was chosen according to the elbow method, the choice 

was tested to see if the time periods would be presented consecutively in the clusters. 

As observed in the Figure 66, with 3 clusters it was possible to find consecutive time 

periods. Therefore, the number of 3 clusters was considered for the pre-COVID 

scenarios, and the year is split into the seasons illustrated in Table 27. 
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Figure 66 – Clustering the period during the year in the pre covid state 

Table 27 - Time period during the year for the pre-COVID scenarios 
Season m1 m2 m3 

Period of the year 
January, February, 

March, April 

May, June, July, 

August, September 

October, November, 

December 

 

To determine the time periods during the day, the data was divided into the 

seasons found previously and, in addition, data on the electricity rate was added for the 

clustering algorithm, as explained earlier. After normalizing the data, the graph obtained 

from the Elbow method was again generated and is shown in Figure 67.  

 

Figure 67 - Graphical method for selecting the best amount of clusters during the day in the 

pre-COVID scenarios 
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Figure 67 indicates that 3 clusters would be the optimal number. However, when 

performing the test for 3 clusters, non-consecutive periods were found in the same 

cluster. Therefore, a new test for 4, 5, 6 and 7 clusters were performed, which showed 

similar behavior to 3. Finally, for 8 clusters, consecutive periods were found as observed 

in Figure 68. Therefore, the day is split into the time periods presented  in Table 28 for 

the pre-COVID scenarios. 

 

 
Figure 68 - Clustering the period during the day in the pre-COVID scenarios 

Table 28 - Time period during the day for the pre-COVID scenarios 

Period of the day p1 p2 p3 p4 
p5 

Pre-COVID 0:00 – 2:59 3:00– 5:59  6:00 – 7:59  8:00 – 15:59  16:00 – 17:59  

Period of the day p6 p7 p8 
  

Pre-COVID 18:00 – 20:59 21:00 – 21:59  22:00 – 23:59    

 

b. Post-COVID 

For the division of seasons in the post-COVID scenarios, the electricity demand 

data was grouped with the solar irradiation and wind speed data. After normalizing the 

data, the graph in Figure 69 for the Elbow method was obtained. 
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Figure 69 - Graphical method for selecting the best amount of clusters during the year in the 

post-COVID scenarios 

The graph indicates that the best number of clusters for this data set is 3, because 

the sum of the square of the errors starts to reduce more smoothly once this value is 

reached. Figure 70 shows that for this number of clusters the time periods are 

consecutive. Therefore, the year is split into the periods summarise in Table 29 for the 

post-COVID scenarios. 

 

 
Figure 70 - Clustering the period during the year in the post-COVID scenarios 

Table 29 - Time period during the year for the post-COVID scenarios 

Season m1 m2 
m3 

Post-COVID 
January, February, 

March, April 

May, June, July, 

August, September 

October, November, 

December 
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To determine the time periods during the day, the electricity rate in the post-

COVID scenarios was added to the data and this was organized according to the seasons 

found in the previous step. The graph for the elbow method in Figure 71 is obtained.  

 
Figure 71- Graphical method for selecting the best amount of clusters during the day in the 

post-COVID scenarios 

The elbow method indicates that the optimal number of clusters for the data set 

under this scenarios is 4; however with this number, the time periods were not 

distributed consecutively in the same cluster. Thus, the number of 5 clusters was 

considered as shown in Figure 72. Therefore, the day for the post-COVID scenarios is 

split into the periods presented in Table 30. 

 

 
Figure 72 - Clustering the period during the day in the post-COVID scenarios 

Table 30 - Time period during the day for the post-COVID scenarios 

Period of the day p1 p2 p3 p4 
p5 

Post-COVID 0:00 - 6:59  7:00 – 15:59 16:00 – 17:59 18:00 – 20:59  21:00 – 23:59 
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APPENDIX D - Discussion of the results 
for each scenario 

______________________________________ 

 

S1E5: Scenario 1 during pre-COVID for five (5) houses 

 

 Electricity demand 

The corresponding yearly profiles of energy resources usage to satisfy the 

electricity demand for each house is illustrated in Figure 73. The photovoltaic panel was 

installed in all houses except for house i1, which can be explained by the lowest 

electricity demand of house i1, already supplied by the wind turbine.  

Only house i5 had a battery installed because this house has a higher electricity 

demand and, therefore, storing energy becomes feasible. The use of the battery in 

house i5 is observed in the period of highest demand (p6), as shown in Figure 73 (e), 

illustrating that the cost of using stored energy is lower than buying energy from the 

central grid in this time period.  

Additionally, the yearly profiles evidence that the energy demand of houses i2 

and i4 is mostly supplied by the transferred energy from the wind energy produced in 

houses i3 and i5, besides the photovoltaic panels which operate in the periods of greater 

solar irradiation (p3 to p4). The results indicate that the wind turbine is the preferable 

source of electric energy. 

 



APPENDIX 

 

Amorim, A. P. A.  Pg. 166 
 

 

 
(a) 

 
(b) 

 
(c) 

 
(d) 

 

(e) 

 

Figure 73 - Profile of resources used to meet the electrical demand in Scenario 1 pre-COVID for 
a microgrid with 5 houses: a) i1; b) i2; c) i3; d) i4; e) i5. 

 Figure 74 shows the power generation profile of distributed energy resources for 

each household in the microgrid. It illustrates the share of self-consumption (Self PV, 

Self WT, Self BG), storage (Storage PV, Storage WT, Storage BG), transfer (Transfer PV, 

Transfer WT, Transfer BG) and sale to the central grid (Sale PV, Sale WT, Sale BG) for 

each period along the year. 

In house i1, only the wind turbine is installed, then its production is used for self-

consumption, a large share (about 40%) is sold to the central grid and a small share 

(about 15%) is transferred to other houses, i.e. house i4.This suggests that inserting the 

excess energy produced into the central grid brings a greater benefit than transferring 

it within the microgrid.   
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In houses i2 and i4, the energy produced by the solar panel was used to meet the 

electricity demand and sell to the central energy grid. The photovoltaic panel only 

operates during p2 to p6, when the solar radiation is available; therefore the energy 

produced is not enough to supply the entire demand, especially during the night periods. 

During p2 and p6 the solar radiation is too low, then almost all the demand is supplied 

by the microgrid, as indicated in Figure 73. 

In house i3 the wind generation is mostly used, but during period p4 in all 

seasons, photovoltaic is further used. The optimal choice for two energy sources can be 

explained by the fact that this period is characterized by the highest demand for 

electricity, as can be seen in Figure 73. Besides this, excess energy is produced by both 

sources and sold to the central grid. In the other periods, only the energy generated by 

the wind turbine is used for self-consumption, as it is sufficient to meet the demand of 

the residence, and the surplus energy is sold to the central network. 

In house i5 during periods p3 and p5 in seasons m1 and m2 and during periods 

p2, p3 and p5 in season m3 the largest percentage (about 45%) of energy generated is 

destined to storage, since, as can be observed in Figure 73,  these are periods which 

present lower demands. Therefore, the energy generated is sufficient to supply the 

demand in the period and its excess can be either stored or sold to the central grid. In 

the p4 period, which has the highest demand, the energy generated was used for self-

consumption, as well as for transfer to other houses and sale to the central grid. In the 

other periods, the largest percentage of the energy generated was destined for self-

consumption and sale to the central grid. The high percentage of wind power generation 

in this scenario may have been favored due to neglecting variations in energy supply. 

 
(a) 

 
(b) 
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Figure 74 - Distribution of electricity generation by distributed renewable resources for 

Scenario 1 pre-COVID for a microgrid with 5 houses: a) i1; b) i2; c) i3; d) i4; e) i5. 

 Hot water demand 

Regarding the hot water demand, house 1 is supplied by an electric shower (which 

cannot be coupled with other source of hot water) since this house has the lowest 

demand. All other houses have a solar collector which is also coupled to thermal energy 

storage. Figure 75 illustrates the yearly profiles of hot water supply for houses i1 to i5.  

Although the thermal energy storage can provide hot water when there is no solar 

radiation (p6), due to energy losses over time, a natural gas heater is further installed in 

houses i2, i3 and i4 and, in house i5, a biogas heater is chosen. The biogas may have 

been chosen for house i5 instead of the natural gas heater due to its lower cost and 

because this house demands a larger amount of hot water. Nevertheless, to meet the 

demand of house i5, hot water needs to be transferred from house i3. House i4 also 

receives excess of hot water produced by house i2. As discussed in IV.4, the results 

indicate that it is more feasible to receive hot water from another house than to install 

a bigger equipment in the residence.  

(c) (d) 

 
(e) 
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(a) 

 
(b) 

 
(c) 

 
(d) 

 

Figure 75 - Profile of resources used to meet the hot water demand for Scenario 1 pre-COVID 
for a microgrid with 5 houses: a) i2; b) i3; c) i4; d) i5. 

 Cooking-gas demand 

The optimal configuration installs a biodigester to supply the demand for biogas, 

which is used in i5 for cooking and for hot water production in the biogas heater. The 

amount of organic material produced per day in the household is sufficient to generate 

the biogas volume required to meet the demand for cooking-gas and biogas heater. 

Hence, purchasing extra organic material is not required.  

Figure 76 shows that, despite having the highest percentage coming from natural 

gas, biogas is also used in house i5 for cooking. In houses i1, i2, i3 and i4 natural gas was 

chosen to supply all the gas demand for cooking food because they have a lower demand 

than house i5, as seen before.   
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Figure 76 - Biogas and natural gas consumption behavior for Scenario 1 pre-COVID for a 
microgrid with 5 houses for house i5. 

S2E5: Scenario 2 during pre-COVID state for five (5) houses 

 Electricity demand 

Figure 77 illustrates the profile of resources used to meet the electricity demand 

in the microgrid. House i1 is mostly supplied by wind turbines and the stored energy in 

batteries. This residence has a lower demand, thus the self-generation of energy is 

sufficient to meet its demand. Although house i2 has a battery installed, during the p7 

period of the two seasons it purchases energy from the central grid. The p7 period is 

characterized as off-peak by the energy concessionaire, consequently the purchase of 

energy seems to be more profitable than the implementation of larger batteries to 

supply the demand during this period. On the other hand, house i2 uses energy stored 

in batteries mainly in the p6 period. This suggests that the cost of using battery is lower 

than buying energy from the central grid in this period, since p6 is characterized by the 

higher sales rate by the energy concessionaire. 

Although house i3 has the same technologies for electricity production as house 

i1, in house i3 there was a greater use of photovoltaic panels to meet the electric 

demand than the wind turbine because the installed capacity of the PV panel is larger 

than the wind turbine in this house. This can be explained by the capacity limitation of 

the wind turbine and the higher electrical demand of house i3 in relation to house i1.  

Furthermore, the higher capacity of the PV makes possible for house i3 to 

transfer energy to house i4. Houses i4 and i5 receive a significant share of energy in 

periods with higher demand, p5, p6 and p7, from houses i3 and i1, respectively. These 

results suggest that it is less expensive to receive energy from another house than to 

install equipment with higher capacities or to purchase energy from the grid. 
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(a) 

 

(b) 

 

(c) 

 

(d) 

 

(e) 

 
Figure 77 - Profile of resources used to meet the electrical demand in Scenario 2 pre-COVID for 

five houses: a) i1; b) i2; c) i3; d) i4; e) i5. 

 Figure 78 shows the share of electricity generation by distributed renewable 

resources. In house i1, characterized by a low demand, most of the energy produced is 

sold to the grid, stored in batteries, or transferred to another house. For houses i1, i2 

and i3 a greater energy storage was observed in the periods of low demand (p1, p2, p3 

and p4). The sale of energy to the grid obtained a lower percentage in these same 

periods (p1, p2, p3 and p4) and a higher percentage in period p5. The latter was possible 

because in this period (p5) the energy produced was higher and thus generated more 

credits to be used at the energy concessionaire. During periods p6 and p7 of both 

seasons, around 20% and 10% of the generated electrical energy in houses i1 and i3, 

respectively, is intended for transferring to other houses. This is mainly due to three 

reasons:  
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 these periods are marked by a higher demand for energy in the houses receiving 

the energy;  

 both houses that are transferring energy have a lower electrical demand than 

the houses that are receiving it;  

 houses i1 and i3 have batteries installed, making it possible to use the energy 

both for own consumption and for transfer to other houses.  

Regarding house i2 during period p7 of both seasons, the energy produced is 

completely used for self-consumption because this period has a high demand. During 

period p6 there is no solar irradiation, therefore there is no energy generation in houses 

i2 and i4, which have only the photovoltaic panel installed.  

In house i3 there are several uses of energy resources, transfer to other houses, 

self-consumption, sale to the grid and storage. Although house i3 has the same number 

of energy resources as house i1, the different profiles reflect the demand of the 

residence, which required equipment with higher capacities, as  discussed in more detail 

in section IV.7.  

The energy generated in house i4 was divided between sale to the grid and self-

consumption, since this house has a greater demand in relation to houses i1, i2 and i3 

and receives energy from house i3, as can be seen in  Figure 77. The same behavior is 

observed for house i5, in which the energy generated in the residence by PV and wind 

turbine is used for self-consumption and sale to the grid. Moreover, this house has the 

highest demand of the microgrid, thus it receives energy produced by house i1 to meet 

its demand.  
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Figure 78 - Distribution of electricity generation by distributed renewable resources for 

Scenario 2 pre-COVID for a microgrid with five houses: a) i1; b) i2; c) i3; d) i4; e) i5. 

 Hot water demand 

Figure 79 illustrates the resources used to supply the hot water demand. House i1 is 

supplied by the solar collector and biogas heater. A similar consumption behavior is 

observed in houses i2 and i3; however, instead of using the biogas heater, the natural 

gas heater is used. The natural gas is continuously supplied through the central network, 

which could meet the demand, unlike the solar collector. Furthermore, because the 

solar collector has thermal energy storage, hot water could be used in periods when 

there was no solar radiation (p6) for all houses. 

Besides the natural gas heater and solar collector, house i4 also receives hot water 

from house i3 to supply its demand. Therefore, it is more profitable to receive hot water 

from another house than to install a bigger equipment in the residence, as observed in 

the previous scenario, as discussed in section IV.7.  
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In house i5, a biogas heater and solar collector were installed. The biogas may have 

been chosen instead of the natural gas heater due to its lower cost and because this 

house demands a larger amount of hot water. However, due to the limited biogas 

production, it was not enough to meet all the demand, which was supplied by the solar 

collector and also by the transfer of hot water from house i1, as in the previous scenario. 

 
(a) 

 
(b) 

 
(c) 

 
(d) 

 
(e) 

 
Figure 79- Profile of resources used to meet the hot water demand in Scenario 2 pre-COVID for 

a microgrid with five houses: a) i1; b) i2; c) i3; d) i4; e) i5. 

S3E5: Scenario 3 pre-COVID for five (5) houses  

 Electricity demand 

The yearly profile of resources used to meet the electrical demand is expressed 

in the Figure 80. In house i1 there is a predominance of wind energy but, during the 

period of highest solar irradiation (p4), the photovoltaic panel is preferentially used. 

Since house i1 has the lowest demand, the surplus energy is stored for transferred to 

house i5 in the microgrid.  
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House i2 consumes energy from the central grid during some periods, but these 

are off peak billing. In sunny periods, photovoltaic energy is predominantly used (p3, p4 

and p5). During the period of highest energy consumption (p6) in all seasons, stored 

energy is used instead. The use of battery afforded optimal solution since this period 

(p6) corresponds to the highest electricity rate of the grid. Therefore, using the battery 

presented a greater advantage compared to purchasing energy at a higher price from 

the grid. The same behavior is observed for houses i1 and i3 in this time period. 

House i3 presented a similar behavior to house i1; however, as detailed in Table 

22 the capacities of the installed equipment were higher, since the electrical demand of 

house i3 is higher than house i1. Houses i4 and i5 are mostly supplied by other houses 

in the microgrid. This may be associated with a lower cost of transferring energy 

between houses instead of implementing of a bigger energy resource.  

 
(a) 
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Figure 80 - Profile of resources used to meet the electrical demand in Scenario 3 pre-COVID for a 

microgrid with five houses: a) i1; b) i2; c) i3; d) i4; e) i5. 



APPENDIX 

 

Amorim, A. P. A.  Pg. 176 
 

 

Figure 81 shows the share of electricity generation by distributed renewable 

resources. In house i1, the distribution of each percentage of energy produced changed 

for each season and time period. However, periods p6, p7 and p8 of seasons m2 and m3 

follow a similar behavior. Around 40% of the energy from the wind turbine is inserted 

into the grid and the rest is divided into self-consumption and transfer to other houses. 

During periods p1 and p2 in each season there is a greater storage of energy from the 

wind turbine than for self-consumption because in these periods the demand is lower, 

but the wind energy production is higher than in the other seasons. In general, in this 

house the generation of energy by the wind turbine is higher than the generation by 

solar panels, which may be due to the production capacity of the installed wind turbine 

and the climatic conditions of the location that favor the use of wind turbines. 

In house i2 it was noticed that in the p4 period of each season there was around 

50% self-consumption and around 50% for insertion in the central grid. This occurs 

because of the less electrical demand in this period so that more energy can be fed into 

the central grid or stored for use in periods of higher demand. In period 2 for all seasons, 

all the energy produced is self-consumed. During period p5 and all seasons, house i2 

inserted almost 50% of all energy produced into the grid. Hence, the energy generated 

in this period seems sufficient to supply the demand and export the surplus to the grid. 

The same occurred for all periods of energy generated in house i4. There are some 

periods when house i2 and i4 do not produce energy. As illustrated in Figure 80 (b), the 

demand of house i2 is supplied by the stored energy and by the grid, whereas house i4 

receives energy from house i3. 

For house i3 it was observed that in period p8 for all the seasons the highest 

percentage of wind power generation corresponds to self-consumption, since in this 

period there is a higher demand. Besides this, for the p4 period for all seasons, about 

80% of the energy production corresponded to photovoltaic panels, it is divided 

between energy for self-consumption and for sale to the grid since in this period the 

electric demand is low.  House i3 sells energy to the grid, mainly produced by the wind 

turbine in all periods. This can be explained due to the availability of the generating 

agent (wind speed) in all periods and the capacity of the wind turbine, providing a higher 

generation potential of the wind turbine than the photovoltaic panel.  

In house i5, during periods p1, p6, p7 and p8 for all seasons, about 50% of all the 

energy produced by the wind turbine is destined for its own consumption and the 

remainder is sold to the central grid. Period p4 is characterized by a higher production 

from photovoltaic panels, with about 45% for own consumption and 45% for sale to the 

central grid. This is possible because this period has a lower demand for electricity and 

a higher availability of solar energy. Similar behavior is observed in house i3. 
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Figure 81 - Distribution of electricity generation by distributed renewable resources in Scenario 

3 pre-COVID for a microgrid with five houses: a) i1; b) i2; c) i3; d) i4; e) i5. 

 Hot water demand 

According to the profile of resources used to satisfy the hot water demand expressed 

in Figure 82, houses i1, i2 and i3 were supplied by the solar collector and natural gas 

heater. In these houses, similar behavior in the use of energy resources was observed. 

Because the natural gas heater has a continuous supply coming from the central grid, it 

can be used when the solar collector cannot meet the demand. Furthermore, because 

the solar collector has thermal energy storage, hot water could be used in periods when 

there was no solar radiation (p6) for all houses. 

In house i4 the natural gas heater and solar collector are used. Because this house 

had a higher demand than the other ones, it received hot water from house i3 to supply 

its demand. Therefore, receiving hot water from another house is more profitable than 

installing an equipment with higher capacity in the residence, as observed in the 
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previous scenarios. The sizing of each equipment will be approached in more detail in 

section IV.7. 

In house i5, the biogas heater is installed besides the solar collector. The biogas may 

have been chosen instead of the natural gas heater due to its lower cost and because 

this house demands a larger amount of hot water. Due to the limited biogas production, 

though, it was not enough to meet all the demand, so that it receives hot water from 

house i1, as observed in the previous scenarios. 

 
(a) 

 
(b) 

 
(c) 

 
(d) 

 
(e) 

 
 

Figure 82 - Profile of resources used to meet the hot water demand in Scenario 3 pre-COVID 
for a microgrid with five houses: a) i1; b) i2; c) i3; d) i4; e) i5. 

 Cooking-gas demand 

For the supply of gas for cooking and for the biogas heater, there was no need 

for the houses to purchase extra organic material other than that produced in the 

households. Figure 83 shows the profiles of resources use to meet the gas demand for 
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cooking in the house i5. It is observed that more than 80% of the cooking gas demand is 

supplied by natural gas because of the biogas produced is mostly used to generate hot 

water. 

 

 

Figure 83 - Biogas and natural gas consumption behavior in Scenario 3 pre-COVID for a 
microgrid with five houses for house i5. 

S3O5: Scenario 3 post-COVID for five (5) houses 

 Electricity demand 

Figure 84 shows the yearly profile of resources used to meet the electricity 

demand of this scenario. All the demand of house i1 is satisfied by the photovoltaic 

panels, the wind turbine and the energy stored in the battery. Because the residence 

has a low demand, there is no need to buy energy from the central grid. In period p2 of 

all the seasons a higher use of photovoltaic energy is observed because this period has 

the highest solar irradiation as observed in Figure 46 (a) between the hours of 7:00 and 

16:00 (p2), and also because of the increase in electrical demand in the post-covid state 

during the day. The same behavior is observed for the other houses in this scenario. 

During the other periods energy from the wind turbine is used, besides the stored 

energy in the battery in the periods p4 and p5, with the largest quantity in the period 

p4. Period p4 is characterized as a peak period by the central energy grid and, therefore, 

it is more profitable to use the battery than purchase energy from the grid.  

In house i2, during periods p1 and p5, the energy produced is not enough to meet 

all the demand, therefore energy from the grid needs to be purchased. In the periods 

p4 and p3 the stored energy is used to supply the energy demand, since the energy 

purchase rate is high in these periods, which made the use of stored energy more viable.   

House i3 has a higher demand than house i1, then the utilization behavior of the 

installed technologies is different, with a higher utilization of the photovoltaic panel. In 
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addition, as in the previous houses in period p4 there is a greater use of the energy 

coming from the battery and to a lesser extent in periods p3 and p5. 

Houses i4 and i5 received energy from other houses in periods p1, p3, p4 and p5. 

This can be explained by the fact that these houses have the highest demand of the 

microgrid. The results suggest, then, that it is more profitable to use energy from other 

houses than to buy equipment of higher capacity or from the grid.  

 
(a) 

 
(b) 

 
(c) 

 
(d) 

 
(e) 

 
Figure 84 - Profile of resources used to meet the electrical demand for Scenario 3 post-COVID 

for five houses: a) i1; b) i2; c) i3; d) i4; e) i5. 

Figure 85 shows the share of generation profile of each distributed energy 

resource. House i1 inserts energy into the grid during all periods. Since house i1 has the 

lowest demand among the houses, the productive capacity is higher than the house's 

demand; therefore, besides inserting energy into the central grid, it also shares energy 

in the same periods. 

House i2, during the period p2 of each season, stores around 20% of energy 

coming from the photovoltaic panels and sells around 40% to the central grid because 
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in this period there is a high energy generation from photovoltaic panels. Around 40% 

of energy is self-consumed. In period p1 for all seasons, all the energy produced is used 

for self-consumption. In the p3 period for all seasons the insertion of energy into the 

grid is almost 50% of all energy produced. The same occurred for all periods of energy 

generated in house i4. 

For house i3 during period p5 in all seasons, a greater proportion of wind energy 

production corresponded to self-consumption, since in this period there is a higher 

demand. For the other periods, around 50% of the energy generated from both 

technologies is self-consumed, while the rest is distributed to the central grid, to another 

house and stored in the battery because these periods have lower demands and, 

therefore, a greater surplus of energy generated. 

In house i5 there is a higher consumption of energy coming from the wind 

turbine in the periods when there is not enough solar irradiation (p4, p5). Furthermore, 

approximately 50% of the energy produced by both installed resources is used for self-

consumption and the other 50% for insertion into the central grid. 
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Figure 85 - Distribution of electricity generation by distributed renewable resources for 

Scenario 3 post-COVID state for five houses: a) i1; b) i2; c) i3; d) i4; e) i5. 

 Hot water demand 

According to the profile of resources used to satisfy the hot water demand 

expressed in Figure 86, house i1 is served in the periods of highest demand (p2 and p4) 

by the solar collector and the natural gas heater. As the natural gas heater has a 

continuous supply coming from the central grid, it can be used when the solar collector 

cannot meet the demand. House i2 has its hot water demand completely satisfied by 

the electric shower, since there is no possibility of installing another technology together 

with the electric shower.  

House i3 is primarily served by the natural gas heater, due to the smaller capacity 

of the solar collector installed in the residence. Houses i4 and i5 present similar 

behavior: during periods p2, p3, p4 and p5 they receive hot water from another 
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residence and the rest is supplied by the biogas heater (house i4) and by the natural gas 

heater (house i5). 

 
(a) 

 
(b) 

 
(c) 

 
(d) 

 
(e) 

 
Figure 86 - Profile of resources used to meet the hot water demand for Scenario 3 post-COVID 

state for five houses: a) i1; b) i2; c) i3; d) i4; e) i5. 

S3E10: Scenario 3 during pre-covid state for ten (10) houses 

 Profile of use of energy resources to meet electrical demand 

Figure 87 shows the profile of resources used to meet the electricity demand of 

this scenario. Thus, the electricity demands are equivalent to S3E5 as follows: houses i1 

and i6 are equal to house i1 in the 5 houses scenario, houses i2 and i7 are equal to house 

i2 in the 5 houses scenario, houses i3 and i8 are equal to house i3 in the 5 houses 

scenario, house i4 and i9 are equal to house i4 in the 5 houses scenario, houses i5 and 

i10 are equal to house i5 in the 5 house scenario. Thus, similar behaviors were observed 

with the scenario of 5 houses in houses i1, i3, i4, i5.  
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Furthermore, similar behavior was observed with S3E5, houses i8 and i10 in 

S3E10 with house i4 in the S3E5, house i6 with house i2 for the S3E5, house i7 with house 

i1 for the S3E5, house i9 with house i3 for the S3E5. This can be explained due to the 

same number of technologies used and same behavior regarding energy sharing 

between houses. 
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Figure 87 - Profile of resources used to meet the electrical demand in the pre-COVID scenario 3 
for ten houses: a) i1; b) i2; c) i3; d) i4; e) i5; f) i6; g)  i7; h) i8; i) i9; j) i10 

 Power generation profile of distributed energy resources 

Figure 88 shows the generation profile of each distributed energy resource. 

Regarding electric energy generation, a similar behavior was observed for houses i4, i8, 

i10 with house i4 in the 5 houses scenario and house i5 with house i5 in the 5 houses 

scenario. This is because these houses have the same amount of technologies installed 

and also receive energy from other houses. 

When comparing the houses in the same scenario, it is observed that for houses 

i1 and i6, despite having the same demand for electric energy, the production capacity 

of house i1 is higher than that of house i6. This is due to the dynamics of wind turbine 

installation, which considers the configuration of the microgrid and the electrical 

demand of the houses. This way, it becomes more viable to adopt the wind turbine in 

house i1 to share energy to house i8 than to adopt in house i8 a higher capacity. As for 

house i6, although it also shares energy with another house, the house it shares has a 

lower demand than house i8, so there is no need for a larger production capacity in 

house i6. A similar explanation can be attributed to the i2 and i7 houses that have the 

same demand, but different installed capacities and with this, different behaviors in the 

use of the energy generated.   

For house i2 the wind turbine was not installed, being more viable to receive 

energy from house i6. Because of that, in periods p3 and p5 of all the seasons, when 

energy is received from house i6, it was possible to insert in the central grid the excess 

of energy produced or store it in battery to be used in the period of greatest demand, 

as observed in the profile of Figure 48. For house i7, with the installation of the wind 

turbine and solar panel, it was possible to share energy with house i5 in periods p1, p2, 

p3, p5, p6, p7 and p8 for all seasons, as well as feed energy into the grid and store 

energy. 
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Thus, as in house i7, for houses i3 and i9, because they have both technologies 

(wind turbine and photovoltaic panel), it was observed a distribution between stored 

energy, inserted in the central network, used for own consumption and transferred to 

another residence. The difference between the percentage destined to each category is 

due to the installed capacity of both houses, as well as the demand of each house and 

the demand of the houses that receive energy. 
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Figure 88 - Distribution of electricity generation by distributed renewable resources in the pre-
COVID scenario 3 for ten houses: a) i1; b) i2; c) i3; d) i4; e) e i5; f) i6; g) i7; h) i8; i) i9; j) i10 

 Profile of use of energy resources to meet hot water demand 

Figure 89 shows the profile of resources used to satisfy the hot water demand. 

In this scenario, the hot water demands are equivalent to the S3E5 as follows: houses i1 

and i6 are equal to house i1 in the 5 houses scenario, houses i2 and i7 are equal to house 

i2 in the 5 houses scenario, houses i3 and i8 are equal to house i3 in the 5 houses 

scenario, house i4 and i9 are equal to house i4 in the 5 houses scenario, houses i5 and 

i10 are equal to house i5 in the 5 house scenario. Thus, a similar behavior is observed as 

in the scenario of 5 houses in houses i1, i2, i3, i4, i7 and i9, due to the similarity of hot 

water demand and installed equipment. 

On the other hand, for the other houses the behavior differed from that observed in 

the 5 houses scenario. This is due to the installed capacity or the installed resource being 

different. However, a similar behavior between them was observed in houses i5 and i10, 

due to both having the same hot water demand and the same hot water generation 

technologies. Due to these houses having a high demand, both received hot water from 

another house to supply their demand. This infers that it was more feasible to receive 

hot water from another house than to install larger equipment in the residence. As for 

the sizing of each equipment, this is expressed in more detail in item IV.7.  
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Despite different capacities, house i8 has similar behavior as i4, i5, i9 and i10. This 

can be explained by the fact that all houses also receive hot water from other houses 

and use the same energy resources. When the transferred hot water cannot supply the 

entire demand of the house, the natural gas heater is used, as observed in periods p1, 

p3, p5, p6, p7 and p8 for all seasons. 

House i6 has a different profile from the others, because it uses the biogas heater 

and hot water from the solar collector to supply its energy. When the hot water from 

the solar collector cannot supply the demand, the biogas heater is used. The use of 

biogas heater only in this residence can be explained by the limited production of biogas 

in the microgrid, as well as because it is located close to the biodigester, reducing the 

cost of transporting the biogas.  
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Figure 89 - Profile of resources used to meet the hot water demand in the pre-COVID scenario 
3 for ten houses: a) i1; b) i2; c) i3; d) i4; e) i5; f) i6; g) i7; h) i8; i) i9; j) i10. 

 

 Profile of use of energy resources to meet gas for cooking demand 

For the supply of gas for cooking and for the biogas heater there was no need for 

the houses to purchase extra organic material other than that produced in the 

households. The profile of biogas and natural gas consumption by the i5 house is shown 

in Figure 90. As can be observed, natural gas represented the largest percentage in all 

periods (more than 55%). As explained earlier the reduction of biogas use in this scenario 

is due to its higher cost compared to natural gas from the grid. 
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Figure 90 - Biogas and natural gas consumption behavior for house i5 for the microgrid of 10 
houses in the pre-COVID scenario 3  

S3O10: Scenario 3 during post-COVID state for ten (10) houses 

 Profile of use of energy resources to meet electrical demand 

Figure 91 shows the profile of resources used to meet the electricity demand of 

this scenario. In this scenario, the electricity demands are equivalent to S3O5 as follows: 

houses i1 and i6 are equal to house i1 in the 5 houses scenario, houses i2 and i7 are 

equal to house i2 in the 5 houses scenario, houses i3 and i8 are equal to house i3 in the 

5 houses scenario, house i4 and i9 are equal to house i4 in the 5 houses scenario, houses 

i5 and i10 are equal to house i5 in the 5 house scenario. Thus, a similar behavior is 

observed with the scenario of 5 houses in houses i1, i3, i4, i6, i7, i8, i9 and i10.  

However, for house i2, due to the fact that it receives electricity from house i7, 

in periods p2 and p3 there is a greater use of energy coming the house i7 to meet its 

demand. This infers that it was more viable in this scenario to share energy between 

houses i7 and i2, since the distance between these houses is not high, and, therefore, 

without a great loss of energy in its transportation. In addition, the house i7 has a larger 

installed capacity than the house i2, as will be detailed later in section IV.7. 

Because house i1 in this scenario has a larger capacity wind turbine than house 

i1 in the scenario for 5 houses, it was able to transfer a larger amount of energy to house 

i5. Thus, house i5 did not need to install a wind turbine to supply its electrical demand. 

It only used the energy transferred from house i1 and its photovoltaic panel to meet its 

electrical demand. 
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Figure 91 - Profile of resources used to meet the electrical demand in the post-COVID scenario 
3 for ten houses: a) i1; b) i2; c) i3; d) i4; e) i5; f) i6; g) i7; h) i8; i) i9; j) i10. 

 Power generation profile of distributed energy resources 

Figure 92 shows the generation profile of each distributed energy resource. 

Regarding electric energy generation, a similar behavior was observed for houses i3 and 

i8 with house i3 in the 5 houses scenario, houses i4 and i9 with house i4 in the 5 houses 

scenario and, finally, house i10 with house i5 for the 5 houses scenario.  

For houses i1 and i6, despite having the same electric energy demand, the 

production capacity of house i1 is bigger than that of i6. In this way, there is a greater 

transfer of energy from this house to another house in all periods.  

Besides this, because house i2 received energy from house i7 in period p1 it was 

able to insert energy into the grid. This was possible due to the consideration that a 

house can only insert energy into the central grid when all the demand of the residence 

is satisfied by the microgrid. The same is valid for house i5 that received most of the 

energy it needed to meet its demand from house i1, this way it could sell energy to the 

central grid. 

Although the quantity of energy transferred from house i7 to house i2 was 

sufficient to supply the electrical demand in the residence in the periods of lower 

demand (p1 and p3 of season m1 and m3 and in period p3 in season m2), as observed 

in Figure 91, this quantity was not significant in relation to the total energy generated 

by house i7. This infers that in this house it was more viable to insert more energy in the 

central network than to transfer energy to another house. 
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Figure 92 - Distribution of electricity generation by distributed renewable resources in the 
post-COVID scenario 3 for ten houses: a) i1; b) i2; c) i3; d) i4; e) i5; f) i6; g) i7; h) i8; i) i9; j) i10. 

 Profile of use of energy resources to meet hot water demand 
 

Figure 93 shows the profile of resources used to satisfy the hot water demand. A 

similar behavior was observed in houses i1 and i6, due to both having the same hot 

water demand and the same hot water generation technologies. Thus, it is observed 

that in period p1 of all seasons practically all the hot water coming from the photovoltaic 

panel was used, due to the lower demand in this period. In the periods when the solar 

collector was not able to meet the demand, the natural gas heater was used, because 

the natural gas has a continuous supply coming from the central network. Moreover, 

houses i2 and i7, due to having the same technologies and the same hot water demand, 

obtained a similar resource utilization profile to meet their demand.   

When analyzing houses i1, i6, i2, i7 and i3 that used the natural gas heater and 

solar collector, it can be inferred that the natural gas heater becomes more viable to be 

used in most of the periods that its use is demanded. This can be explained using the 

same argument exposed above, because natural gas has a continuous supply and the 

solar collector depends on the climatic conditions of the region. For houses i4, i8, i9 and 

i10, similar behavior is observed, since all these houses receive hot water from other 

residences. When the hot water transfer cannot supply the entire demand of the 

residence, the natural gas heater is used in these houses, as observed in periods p2, p3, 

p4 and p5 for all seasons.  

House i5 has a different profile from the others, because it uses the biogas heater 

and hot water transferred from another residence to supply its energy. It can be 

observed that when the hot water transferred from another house cannot supply the 

demand, the biogas heater is used. The use of biogas heater only in this residence can 

be explained by the limited production of biogas in the micro-grid, as well as the high 
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demand for hot water of the i5 house and because it is located close to the biodigester, 

reducing the cost of transporting the biogas.  

 
(a) 

 
(b) 

 
(c) 

 
(d) 

 
(e) 

 
(f) 

 
(g) 

 
(h) 
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(i) 

 
(j) 

 

Figure 93 - Profile of resources used to meet the hot water demand in the post-COVID scenario 

3 for ten houses: a) i1; b) i2; c) i3; d) i4; e) i5; f) i6; g) i7; h) i8; i) i9; j) i10. 
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APPENDIX E – Variables and Parameters  

______________________________________ 

The variables are the unknowns that need to be determined by the solution of 

the model. For the optimization problem, both continuous and discrete variables were 

proposed. The continuous variables are summarized in Table 31. The subscripts 𝑖 and 𝑗 

represent the houses, the season is indicated by the letter 𝑚 and the time period in 

hours, by the letter 𝑝. The variables that are related to the photovoltaic panel have the 

superscript 𝑃𝑉, the wind turbine, 𝑊𝑇, the biogas electricity generator 𝐵𝐺, the solar 

collector, 𝑆𝐶, the electric shower, 𝐸𝑆, the biogas heater, 𝐵𝐻, the gas heater, 𝐺𝐻, the air 

conditioning, 𝐴𝐶, the storage tank, 𝑆𝑇, the battery, 𝐵𝑇, and the biodigester, 𝐵𝐷. The 

superscript 𝑆𝐸𝐿𝐹 represents all the energy used for self-consumption, the superscript 

𝑆𝐴𝐿𝐸 represents energy that is fed into the central grid, the superscript 𝑆𝑇𝑂𝑅𝐴𝐺𝐸 

represents energy that is stored and the superscript 𝑇𝑅𝐴𝑁𝑆𝐹𝐸𝑅 represents energy that 

is transferred between houses. 

Regarding costs, investment, operational, maintenance, and environmental 

costs are considered. The investment costs are expressed with superscripts indicating 

each of the technologies which are: 𝑃𝑉 for photovoltaic, 𝐵𝐺 for biogas electric 

generator, 𝑊𝑇 for wind turbine, 𝐵𝐷 for the biodigester, 𝑃𝑃𝐵𝐷 for the pipes that make 

up the biodigester system, which includes the pipe to bring the biogas to the houses and 

the pipe that leads the organic material from the houses to the biodigester, 𝐵𝑇 is used 

for battery, 𝑀𝐺 for the cost with the microgrid, which includes the cost of controlling 

the sharing of energy between the houses, 𝐸𝐿 for electricity line for sharing electricity 

between the houses, 𝑃𝑃 for hot water piping for sharing hot water between the houses, 

𝑆𝐶 for solar collector, 𝑇𝑆 for thermal storage, 𝐺𝐻 for gas heater, 𝐵𝐻 for biogas heater, 

𝐸𝑆 for electric shower and 𝐴𝐶 for air conditioning. 

The model considers the environmental impact of each technology through its 

carbon footprint and corresponding cost. This is represented as 𝐶𝑂2 with the superscript 

corresponding to the energy source: 𝐺𝑅𝐼𝐷 for grid energy, 𝐵𝐼𝑂 for biogas energy, 𝑃𝑉 

for photovoltaic energy, 𝑆𝐶 for solar collector energy, 𝑊𝑇 for wind energy, 𝑁𝐺 for 

natural gas energy. Furthermore, the model considered time-dependent profile for 

efficiencies 𝑛𝑒 of photovoltaic panels, solar collectors and wind turbines. Thus, the 

efficiency of the photovoltaic panels and solar collectors varies over time (𝑚, 𝑝), 

whereas for the wind turbine this is expressed in terms of the wind conditions of the 

region and the operating intervals of the turbine. 
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Regarding the generation of biogas, the amount of biogas produced in the 

biodigester is divided between gas for cooking food, for electricity generation and for 

heating water. In addition, the amount of raw material that can be purchased from an 

external source is determined by the needs of the households. 

Table 31 - Continuous variables for the model. 
Symbol Continuous variable 

𝐴𝑖
𝑃𝑉 Area of the photovoltaic panel in house 𝑖 (m2) 

𝐴𝑖
𝑆𝐶 Solar collector area for thermal energy generation in house 𝑖 (m2) 

𝐴𝑖
𝑊𝑇 Wind turbine area in house 𝑖 (m2) 

𝑘𝑖
𝑆𝑇  Amount of hot water produced for storage in each house 𝑖 (L) 

𝑘𝑖
𝐵𝐺  Power of the biogas generator in house 𝑖 (kW) 

𝑘𝑖
𝐸𝑆  Power of the electric shower in house 𝑖 (kW) 

𝑘𝑖
𝐺𝐻  Power of the gas heater in house 𝑖 (kW) 

𝑘𝑖
𝐴𝐶  Power of the air conditioning in house 𝑖 (kW) 

𝑘𝑖
𝐵𝐻  Power of the biogas heater in house 𝑖 (kW) 

𝑘𝑖
𝑇𝑆 Storage tank capacity for the thermal storage unit in house 𝑖 (L) 

𝑘𝑖
𝐵𝑇  Battery capacity in house 𝑖 (kW) 

𝑉𝐵𝐷 Volume of the biodigestor (m3) 

𝐸𝑖,𝑚,𝑝
𝐺𝑅𝐼𝐷  Amount of energy purchased from the central grid by house 𝑖 in period 𝑚, 𝑝 (kW) 

𝐸𝑖,𝑚,𝑝
𝑆𝐸𝐿𝐹 Amount of energy generated for self-consumption by house 𝑖 in period 𝑚, 𝑝 (kW) 

𝐸𝑖,𝑚,𝑝
𝑆𝐴𝐿𝐸 Amount of energy inserted into the central grid by house 𝑖 in period 𝑚, 𝑝 (kW) 

𝐸𝑖,𝑗,𝑚,𝑝
𝑇𝑅𝐴𝑁𝑆𝐹𝐸𝑅 Amount of energy transferred from house 𝑖 to house 𝑗 in period 𝑚, 𝑝 (kW) 

𝐸𝑖,𝑚,𝑝
𝑆𝑇𝑂𝑅𝐴𝐺𝐸  Amount of stored energy in house i in period 𝑚, 𝑝 (kW) 

𝐸𝑖,𝑚,𝑝
𝑆𝑇𝑂𝑅𝐴𝐺𝐸 𝐼𝑁 Amount of energy going into storage (kW) 

𝐸𝑖,𝑚,𝑝
𝑆𝑇𝑂𝑅𝐴𝐺𝐸 𝑂𝑈𝑇 Amount of energy that is removed from storage (kW) 

𝑈𝑠𝑒𝑖,𝑚,𝑝
𝑁𝐺  Amount of natural gas purchased from the grid by house 𝑖 in period 𝑚, 𝑝 (kW) 

𝑄𝑏𝑔 Amount of biogas produced (m3) 

𝑄𝑜𝑤𝑖 Amount of organic material purchased from house 𝑖 (kg) 

𝐻𝑊𝑖,𝑚,𝑝
𝑆𝐸𝐿𝐹 Amount of hot water generated for self-consumption in house 𝑖 in period 𝑚, 𝑝 (L) 

𝐻𝑊𝑖,𝑚,𝑝
𝑆𝑇𝑂𝑅𝐴𝐺𝐸  Amount of hot water stored by house 𝑖 in periods 𝑚, 𝑝 (L) 

𝐻𝑊𝑖,𝑗,𝑚,𝑝
𝑇𝑅𝐴𝑁𝑆𝐹𝐸𝑅 Amount of hot water transferred from house 𝑖 to house 𝑗 (L)   

𝐶𝑂2
𝐺𝑅𝐼𝐷  Carbon cost of the energy from grid (R$) 

𝐶𝑂2
𝑁𝐺 Carbon cost of the energy from the natural gas (R$) 

𝐶𝑂2
𝑊𝑇 Carbon cost of the energy produced by the wind turbine (R$) 

𝐶𝑂2
𝑃𝑉 Carbon cost of the energy produced by the photovoltaic panel (R$) 

𝐶𝑂2
𝑆𝐶 Carbon cost of the thermal energy produced by the solar collector (R$) 

𝐶𝑂2
𝐵𝐼𝑂 Carbon cost of the energy from the biogas (R$) 

𝐶𝐼𝑁𝑉  Total investment (R$)   

𝐶𝑂𝑀 Operating and maintenance cost (R$) 

𝐶𝐵𝑈𝑌
𝐺𝑅𝐼𝐷  Total cost of electricity purchased from the grid (R$) 

𝐶𝑁𝐺  Cost to purchase natural gas from the grid (R$) 

𝐶𝐸𝑁𝑉 Total environmental costs (R$) 

𝑁𝐸𝑀 Credit revenue obtained by using the Net Metering policy  

𝐹𝐼𝑇 Revenue received for adopting Feed in Tariff  (R$) 

𝐶𝐼𝑁𝑉 
𝑃𝑉  Investment of photovoltaic panel (R$) 
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𝐶𝐼𝑁𝑉
𝐵𝐺   Investment of biogas electric generator (R$) 

𝐶𝐼𝑁𝑉 
𝑊𝑇  Investment of wind turbine (R$) 

𝐶𝐼𝑁𝑉 
𝐵𝐷  Investment of biodigester (R$) 

𝐶𝐼𝑁𝑉 
𝑃𝑃𝐵𝐷 Investment of biodigester pipeline (R$) 

𝐶𝐼𝑁𝑉 
𝐵𝑇  Investment of battery (R$) 

𝐶𝐼𝑁𝑉 
𝑀𝐺   Investment of microgrid (R$) 

𝐶𝐼𝑁𝑉 
𝐸𝐿  Investment of electricity line (R$) 

𝐶𝐼𝑁𝑉 
𝑃𝑃  Investment of hot water pipeline (R$) 

𝐶𝐼𝑁𝑉 
𝑆𝐶   Investment of solar collector (R$) 

𝐶𝐼𝑁𝑉 
𝑇𝑆  Investment of thermal storage (R$) 

𝐶𝐼𝑁𝑉 
𝐺𝐻   Investment of gas heater (R$) 

𝐶𝐼𝑁𝑉 
𝐵𝐻  Investment of biogas heater (R$) 

𝐶𝐼𝑁𝑉 
𝐸𝑆  Investment of electric shower (R$) 

𝐶𝐼𝑁𝑉 
𝐴𝐶  Investment of air conditioning (R$) 

𝐶𝑂𝑀 
𝑃𝑉  Operation and maintenance cost of photovoltaic panel (R$)  

𝐶𝑂𝑀
𝐵𝐺    Operation and maintenance cost of biogas electric generator (R$) 

𝐶𝑂𝑀 
𝑊𝑇  Operation and maintenance cost of wind turbine (R$) 

𝐶𝑂𝑀 
𝐵𝐷  Operation and maintenance cost of biodigester (R$)  

𝐶𝑂𝑀 
𝑃𝑃𝐵𝐷 Operation and maintenance cost of biodigester pipeline (R$) 

𝐶𝑂𝑀 
𝐵𝑇  Operation and maintenance cost of battery (R$) 

𝐶𝑂𝑀 
𝑀𝐺  Operation and maintenance cost of microgrid (R$) 

𝐶𝑂𝑀 
𝑆𝐶  Operation and maintenance cost of solar collector (R$) 

𝐶𝑂𝑀 
𝑇𝑆  Operation and maintenance cost of thermal storage (R$) 

𝐶𝑂𝑀 
𝐺𝐻  Operation and maintenance cost of gas heater (R$) 

𝐶𝑂𝑀 
𝐵𝐻  Operation and maintenance cost of biogas heater (R$) 

𝐶𝑂𝑀 
𝐸𝑆  Operation and maintenance cost of electric shower (R$) 

𝐶𝑂𝑀 
𝐴𝐶  Operation and maintenance cost of air conditioning (R$) 

𝐺𝑖,𝑚,𝑝 
𝑁𝐺  Natural gas consumed from the grid in each house and time period (𝑚, 𝑝) (kw) 

𝑛𝑒𝑖,𝑚,𝑝 
𝑃𝑉  Energy efficiency of the photovoltaic panel  

𝑛𝑒𝑖,𝑚,𝑝 
𝑆𝐶  Energy efficiency of the solar collector 

𝑇𝑖,𝑚,𝑝 
𝑃𝑉/𝑆𝐶

 Operating temperature of photovoltaic panel and solar collector (°C) 

𝑄𝑏𝑖𝑜𝑖,𝑚,𝑝 Total biogas production by house 𝑖 in time period (𝑚, 𝑝) (m3) 

𝑄𝑏𝑔𝑐𝑖,𝑚,𝑝 Biogas production for cooking food for house 𝑖 in time period (𝑚, 𝑝) (m3) 

𝑄𝑏𝑔ℎ𝑤𝑖,𝑚,𝑝 Biogas production for hot water for house 𝑖 in time period (𝑚, 𝑝) (m3) 

𝑄𝑏𝑔𝑔𝑖,𝑚,𝑝 Biogas production for electricity generation for house 𝑖 in time period (𝑚, 𝑝) (m3) 

𝐻𝑊𝑖,𝑚,𝑝 
𝐵𝐻  Amount of hot water produced by the biogas heater in house 𝑖 in time period (𝑚, 𝑝) (L) 

𝐸𝑖,𝑚,𝑝 
𝐵𝐻  Thermal energy produced by the biogas heater in house 𝑖 in time period (𝑚, 𝑝) (kW) 

𝐻𝑊𝑖,𝑚,𝑝 
𝐺𝐻  Amount of hot water produced by the gas heater in house 𝑖 in time period (𝑚, 𝑝) (L) 

𝐸𝑖,𝑚,𝑝 
𝐺𝐻  Thermal energy produced by the gas heater in house 𝑖 in time period (𝑚, 𝑝) (kW) 

𝐻𝑊𝑖,𝑚,𝑝 
𝐸𝑆  Amount of hot water produced for the solar collector (L) 

𝐸𝑖,𝑚,𝑝 
𝐸𝑆  Thermal energy produced for the electric shower in house 𝑖 in time period (𝑚, 𝑝) (kW) 

𝐻𝑊𝑖,𝑚,𝑝 
𝑆𝐶  Amount of hot water produced by the solar collector in house 𝑖 in time period (𝑚, 𝑝) (L) 

𝐸𝑖,𝑚,𝑝 
𝑆𝐶  Thermal energy produced by the solar collector in house 𝑖 in time period (𝑚, 𝑝) (kW) 

𝐶𝑅𝐹 Capital Recovery Factor 
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The discrete variables in the model are binary, or in other words, they can only 

assume the value 0 or 1. The binary variables are summarized in Table 32. They were 

used in the problem to define whether a technology is installed or not in the system, as 

well as whether an energy generation incentive policy was adopted or not. Regarding 

the incentive policy, the Feed in Tariff (FIT) and Net metering (NEM) might be selected, 

taking into consideration the prices that will be received with the adoption of each of 

the policies. For the Net Metering policy, the credits obtained with the insertion of the 

extra energy produced in the central energy grid is considered. These credits are 

calculated according to the price of energy from the central network and can be used 

when it is necessary to purchase energy from the central network at another time. For 

the Feed in Tariff policy, the revenue acquired with the sale of energy to the central grid 

is considered, and this value varies according to each technology used. 

Table 32 - Binary variables used in the model. 
Symbol Binary Variable 

𝑌𝑖
𝑊𝑇 whether or not the wind turbine exists in the house 𝑖 

𝑌𝑖,𝑗
𝑀𝐺  whether or not an electricity line between houses 𝑖 and 𝑗 exists 

𝑍 whether or not a microgrid exists  
𝑌𝐵𝐷 whether or not the biodigestor exists  

𝑌𝑖
𝑃𝑃𝐵𝐼𝑂 whether or not biogas pipeline exists between house 𝑖 and the biodigester 

𝑌𝑖
𝐵𝑇 whether or not the battery exists in the house 𝑖 

𝑌𝑁𝐺  whether or not natural gas from the grid is consumed 

𝑌𝑖,𝑗
𝑃𝑃  whether or not the pipeline exists from house 𝑖 to house 𝑗   

𝑌𝑖
𝐵𝐻 whether or not there is energy produced in house 𝑖 by biogas heater  

𝑌𝑖
𝑆𝐶  whether or not there is energy produced in house 𝑖 by solar collector 

𝑌𝑖
𝐸𝑆 whether or not there is energy produced in house 𝑖 by electric shower 

𝑌𝑖
𝐺𝐻  whether or not there is energy produced in house 𝑖 by gas heater 

𝑌𝑖,𝑚,𝑝
𝐺𝑅𝐼𝐷  whether or not energy is purchased from the central grid by house 𝑖 and periods 𝑚 and 𝑝 

𝑌𝐹𝐼𝑇 whether or not the feed-in tariff policy has been implemented   
𝑌𝑁𝐸𝑀 whether or not the net metering policy has been implemented   

In addition, parameters and input variables are required to solve the problem. 

The parameters and input variables considered for this model are shown in Table 33 and 

Table 34, respectively. Regarding energy demands, they are expressed as 𝐿𝑜𝑎𝑑 with the 

superscript 𝐸 for electric power, 𝐻𝑊 for hot water, 𝐶 for cooking gas and 𝐴𝐶 for air 

cooling and with the subscript indicating the correspondence for each house 𝑖 in each 

time period (𝑚, 𝑝). The environmental data depend on the installation site and are: solar 

irradiation data (kW/m2); ambient temperature (°C); wind speed (m/s); wind power 

(kW/m2). In addition, the prices of electricity purchased from the grid, as well as the 

price of natural gas are considered. 

The other parameters are the values of each technology such as maintenance 

and operation costs, capacity limits, CO2 emissions, and their respective prices. All these 

parameters were quoted with companies in the region or found in databases applied to 

the case study site. Data that could not be found was estimated according to similar 
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works (MUSTAFA, 2010; KARAMOV et al., 2021; SIDNELL et al., 2021a; LOPES, 2019; 

BARROS, 2021; SOUZA et al., 2019).  

Table 33 – Parameters  used in the model. 
Symbol Input parameter Symbol Input parameter 

𝐶𝑐
𝐸𝑆 Capital cost of ES (R$/kW) 𝐷𝑀𝑂 Density of the dry material in the fluid (kg/ m3) 

𝑛𝑒𝐸𝑆 ES Electric Efficiency 𝐵𝐷𝑢𝑝 Maximum volume Biodigester (m3) 

𝐶𝑂𝑀𝑉𝑎𝑟
𝐸𝑆  Variable OM cost of ES (R$ /L) 𝐶𝐹𝑖𝑥

𝑁𝐺  Fixed price of natural gas per month (R$) 

𝐶𝑂𝑀𝐹𝑖𝑥
𝐸𝑆  Fixed OM cost of ES (R$/kW) 𝐴𝐶𝑢𝑝 Upper bound of  AC (kW) 

𝐸𝑆𝑢𝑝 Upper bound of ES (kW) 𝐴𝐶𝑙𝑜𝑤 Lower bound of AC (kW) 

𝐸𝑆𝑙𝑜𝑤 Lower bound of ES (kW) 𝐶𝑐
𝑃𝑉  Capital cost of PV (R$/kWp) 

𝐶𝑐
𝐺𝐻  Capital cost of GH (R$/L/h) 𝐶𝑛𝑃𝑉  Nominal capacity of PV (kWp/m2) 

𝑛𝑒𝐺𝐻  GH Electric Efficiency 𝑛𝑒𝑒𝑃𝑉  Nominal Value of PV Efficiency 

𝐶𝑂𝑀𝑉𝑎𝑟
𝐺𝐻  Variable OM cost of GH (R$ /L) 𝐶𝑂𝑀𝑉𝑎𝑟

𝑃𝑉  Variable OM cost of PV (R$ / kWp / year) 

𝐶𝑂𝑀𝐹𝑖𝑥
𝐺𝐻  Fixed cost of OM of GH (R$/kW) 𝐶𝑂𝑀𝐹𝑖𝑥

𝑃𝑉  Fixed cost of OM of PV (R$/kWp/year) 

𝐺𝐻𝑢𝑝 Upper bound of GH (L/h) 𝛽𝑆  
Temperature coefficient for silicon photovoltaic 
panel 

𝐺𝐻𝑙𝑜𝑤 Lower bound of GH ( L/h ) 𝐾0 Koehl correlation 1 

𝐶𝑐
𝐴𝐶  Capital cost of AC (R$/kW) 𝐾1 Koehl correlation 2 

𝐴𝐶𝐶𝑂𝑃 AC coefficient of power 𝐾𝐿 Power losses in diodes coefficient 

𝐶𝑂𝑀𝑉𝑎𝑟
𝐴𝐶  Variable OM cost of AC (R$ /kW) 𝐶𝑐

𝑆𝐶  Capital cost of SC (R$/kW/day) 

𝐶𝑂𝑀𝐹𝑖𝑥
𝐴𝐶  Fixed cost of OM of AC (R$/kW) 𝐶𝑛𝑆𝐶  Nominal capacity of SC (kWh/day/m2) 

𝑇𝑠𝑡𝑜𝑟𝑎𝑔𝑒 Storage temperature (ºC) 𝑛𝑒𝑒𝑆𝐶  Nominal Value of SC Efficiency 

𝐶𝑐
𝑇𝑆  Capital cost of TS (R$/L) 𝐶𝑂𝑀𝐹𝑖𝑥

𝑆𝐶  Fixed cost of OM of SC (R$/kWh/year) 

𝐶𝑂𝑀𝑉𝑎𝑟
𝑇𝑆  Variable OM cost of TS (R$/L) 𝑉𝑐𝑖 Turbine cut off speed (m/s) 

𝑇𝑆𝑢𝑝 Upper bound of TS (kW) 𝑉𝑐𝑜  Turbine cut in speed (m/s) 

𝑇𝑆𝑙𝑜𝑤 Lower bound of TS (kW) 𝑉𝑟  Turbine nominal speed (m/s) 

𝐶𝑐
𝑃𝑃  Capital Cost pipeline (R$/m) 𝑘𝑟𝑊𝑇  Rated capacity of WT (kW/m2) 

𝛽𝑖,𝑗 Heat and electric loss 𝐶𝑐
𝑊𝑇  Capital cost of WT (R$/kW) 

𝐶𝑐
𝐵𝑇 Capital cost of battery (R$/kW) 𝜌𝑤𝑖𝑛𝑑  Wind density (kg/m3) 

𝐶𝑐
𝐶𝑂𝑁𝑇𝑅𝑂𝐿𝐸𝑅,𝐵𝑇 Capital cost of charge controller  

(R$/battery) 
𝐶𝑝𝑊𝑇  Power coefficient of WT 

𝐶𝑂𝑀𝐹𝑖𝑥
𝐵𝑇  OM cost of  battery (R$/kWh) 𝑊𝑇𝑢𝑝 Rotor Area limit (m2) 

θ Static loss of battery (%) 𝐶𝑂𝑀𝐹𝑖𝑥
𝑊𝑇  Fixed cost of OM from WT (R$/kW/year) 

𝑋 Percentage charge rate (%) 𝐶𝑂𝑀𝑉𝑎𝑟
𝑊𝑇  Variable OM cost of WT (R$/ kW/year) 

∆𝑋 Discharge rate (%) 𝐶𝑐
𝐵𝐷 Capital cost of Biodigester (R$/ kW) 

𝑋𝑢𝑝 Maximmum charge rate 𝐶𝑂𝑀𝐹𝑖𝑥
𝐵𝐷  OM cost of Biodigester (R$/year) 

∆𝑋𝑢𝑝 Maximmum discharge rate 𝑃𝑂𝑊 Price of organic waste (R$/kg) 

𝐷𝑂𝐶 Depth of charge 𝐻𝑏 Calorific capacity of biogas (kW/ m3) 

𝐵𝑇𝑢𝑝 Upper bound of  battery  (kW) 
𝑞𝑏 Biogas production rate (m3 of biogas/kg of 

organic waste) 

𝐵𝑇𝑙𝑜𝑤 
Lower bound of  battery  (kW) 

𝑡𝑟 Hydraulic rentention time in the Biodigester 
(days) 

𝑐𝑝𝑤𝑎𝑡𝑒𝑟 Calorific capacity of the water  𝐼𝑆 Percentage of dry mass in organic material 

𝜌𝑤𝑎𝑡𝑒𝑟  Density of the water  𝑟 Interest rate  

  𝐶𝑐
𝑃𝑃𝐵𝑖𝑜 Cost of pipeline for biogas (R$/m)  𝑛 Period in years 

𝐶𝑐
𝐵𝐺  Capital cost of BG (R$/L/h)   𝐶𝑐

𝑃𝑃𝑂𝑊 Cost of pipeline for organic material (R$/m) 

𝑛𝑒𝐵𝐺  BG efficiency 𝐶𝑐
𝐶𝐶  Capital Cost of central controller (R$) 

𝐵𝐺𝑢𝑝 Maximum BG power 𝐶𝑂𝑀𝐹𝑖𝑥
𝐶𝐶  OM cost of central controller (R$) 

𝐵𝐺𝑙𝑜𝑤 Minimum BG power 𝐶𝑐
𝐸𝐿 Capital Cost of an electricity line (R$/m) 

𝐶𝑂𝑀𝐹𝑖𝑥
𝐵𝐺  Fixed cost of OM of BG (R$/ kW/year) 𝐶𝑐

𝑃𝑃  Cost of pipeline for hot water (R$/m) 

𝐶𝑂𝑀𝑉𝑎𝑟
𝐵𝐺  Variable cost of OM of BG (R$/ kW/year) 𝐶𝐼𝐺𝑅𝐼𝐷  Carbon Intensity of grid electricity (kg CO2/kWh) 

𝐶𝑐
𝐵𝐻 Capital cost of BH (R$/L/h) 𝐶𝐼𝑁𝐺  Carbon Intensity of Natural Gas (kg CO2/kWh) 

𝑛𝑒𝐵𝐻 BH efficiency 𝐶𝐼𝑊𝑇  Carbon Intensity of Wind (kg CO2/kWh) 

𝐵𝐻𝑢𝑝 Upper bound of  BH ( L/h ) 𝐶𝐼𝑃𝑉  Carbon Intensity of  Photovoltaic (kg CO2/kWh) 

𝐵𝐻𝑙𝑜𝑤 Lower bound of  BH ( L/h ) 𝐶𝐼𝑆𝐶  Carbon Intensity of  Solar collector (kg CO2/kWh) 

𝐶𝑂𝑀𝐹𝑖𝑥
𝐵𝐻  Fixed cost of OM of BH (R$/year) 𝐶𝐼𝐵  Carbon Intensity of  biogas (kg CO2/kWh) 

𝐶𝑂𝑀𝑉𝑎𝑟
𝐵𝐻  Variable cost of OM of BH (R$/ L/year) 𝐶𝑇 Carbon Tax (R$/kg CO2) 
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Table 34 – Input variables used in the model. 
Symbol Input variables 

𝑃𝑚,𝑝
𝐸𝑙𝑒𝑐 Electricity price (R$/kWh) 

𝑃𝑁𝐺 Natural gas price (R$/m3) 

𝐼𝑡𝑚,𝑝 
Solar irradiation at the site in the time 
(m,p) (kWh/m2) 

𝑄𝑜𝑚𝑖 Amount of organic material produced per 
house per day (kg) 

𝑙𝑏𝑖𝑜𝑖 Distance between houses and biodigester 
(m) 

𝑙𝑖,𝑗 Distance between houses (m) 

𝐿𝑜𝑎𝑑𝑖,𝑚,𝑝
𝐸  Demand of electricity per house 𝑖 in 

period (𝑚, 𝑝) (kW) 

𝐿𝑜𝑎𝑑𝑖,𝑚,𝑝
𝐴𝐶  Demand of air cooling per house 𝑖 in 

period (𝑚, 𝑝) (kW) 

𝐿𝑜𝑎𝑑𝑖,𝑚,𝑝
𝐶  Demand of gas for cooking per house 𝑖 in 

period (𝑚, 𝑝) (kW) 
𝐿𝑜𝑎𝑑𝑖,𝑚,𝑝

𝐻𝑊  Demand of hot water per house 𝑖 in period 
(𝑚, 𝑝) (L) 

𝑉𝑚,𝑝
𝐸𝑛𝑣  wind speed of the environmental (m/s) 

𝑇𝑚,𝑝
𝐸𝑛𝑣 Room temperature (ºC) 
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